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AbstractThis article deals with the questions of the existence, of the uniqueness and of thequalitative properties of solutions of semilinear elliptic equations in IRN . Threetypes of conical conditions at in�nity are successively emphasized. This de�nesthree frameworks: the weak framework, the strong framework and the framework ofsolutions with asymptots. The results are based on di�erent kinds of sliding methodsand, following the ideas of Berestycki, Nirenberg and Vega, on comparison principlesin cones or in IRN .AMS Classi�cation: 35B05, 35B40, 35B50, 35J60.Keywords: Semilinear elliptic PDE; Comparison principle; Sliding method; Coni-cal asymptotic conditions; Sub- and supersolutions.1 Introduction1.1 General presentationThe starting point of this article is the paper of Bonnet and Hamel [12]. Forany angle � 2]0; �=2], Bonnet and Hamel have proved the existence of solutions(c; u) 2 IR� C2(IR2) for the following semilinear elliptic equation�u� c@yu+ f(u) = 0; 0 � u � 1 in IR2 (1.1)1



The functions u satisfy 0 < u < 1 and �conical" conditions at in�nity:8><>: 8 � 2 [0; � � �[; lim infj(x;y)j!1; (x;y)2C+(0;�) u(x; y) = 18 � 2 [0; �[; lim supj(x;y)j!1; (x;y)2C�(0;�) u(x; y) = 0 (1.2)where, for any y0 2 IR and any � � 0, the lower and upper cones C�(y0; �)are de�ned byC�(y0; �) = f(x; y) = (0; y0) + �(cos'; sin'); � � 0; j'� �=2j � �gIn other words, the level sets of the solutions u have two asymptotic directionsas jxj ! +1, both these directions (� sin�;� cos�) make an angle � withthe negative y-axis. Roughly speaking, the functions u are asymptoticallyconical-shaped far away from the origin.The notation @yumeans the partial derivative of the function u with respectto the variable y. The function f is lipschitz-continuous in [0; 1], continuouslydi�erentiable in a left neighborhood of the point 1 and has the following pro�le:9 � 2 (0; 1); f = 0 on [0; �] [ f1g; f > 0 on (�; 1) and f 0(1) < 0 (1.3)We extend f by 0 outside [0; 1]. Hence, f is lipschitz-continuous on IR andfrom standard elliptic estimates, any bounded solution u of (1.1) is of classC2;�(IR2) for any � 2 [0; 1[.Equation (1.1) arises in models of equidi�usional premixed Bunsen �ames.The function u is a normalized temperature and its level sets represent thepro�le of a bidimensional conical-shaped Bunsen �ame coming out of a Bunsenburner with a long-shaped aperture (see Joulin [27], Sivashinsky [33], Williams[35]). The temperature of the unburnt gases is close to 0 and that of the burntgases is close to 1. The hot zone is above the fresh zone. The real � is calledan ignition temperature. The real c is the speed of the gases at the exit of theburner.In the onedimensional case, equation (1.1) and conditions at in�nity (1.2)reduce to the ordinary di�erential equation� u000 � c0u00 + f(u0) = 0u0(�1) = 0; u0(+1) = 1 (1.4)>From results of Aronson, Weinberger [3], Berestycki, Nicolaenko, Scheurer[9], Fife, McLeod [17], there exists a unique solution (c0; u0) of (1.4) such thatu0(0) = �. The functions u solutions of (1.4) are unique up to translation.Besides, the speed c0 is positive and the function u0 is increasing.For any angle � 2]0; �=2], Bonnet and Hamel have proved in [12] that thereexists a solution (c; u) of (1.1), (1.2) and that, for any solution (c; u) of (1.1),(1.2), the speed c is unique and given by the formulac = c0sin�



This formula, which had already been used in several papers (see e.g. Sivashin-sky [33]), is very natural. Indeed, consider the corresponding evolution prob-lem. The speed c0 is now nothing else than the projection on the directions(� cos�;� sin�) of the vertical speed c of the curved �ame moving down-wards. The speed c0 is the speed of two planar waves moving in the directions(� cos�;� sin�) perpendicular to the half-lines making an angle � with thevertical axis. Let us mention here that in experiments, if we know the speedc of the gases at the exit of a Bunsen burner, the measurement of the angle �of the �ame is used to determine the speed c0 of planar �ames (see Williams[35]).Having recalled those results, a natural question to ask is to study the setof the solutions (c; u) of the same reaction-di�usion equation�u� c@yu+ f(u) = 0; 0 � u � 1 in IRN = fx = (x0; y) 2 IRN�1� IRg (1.5)in any dimension N � 2 (and especially in IR3), with asymptotic conditionslike 8><>: 8 � 2 [0; � � �[; lim infj(x;y)j!1; (x;y)2C+(0;�) u(x; y) = 18 � 2 [0; �[; lim supj(x;y)j!1; (x;y)2C�(0;�) u(x; y) = 0 (1.6)where we setC+(y0; �) = fx = (0; y0) + ��; � 2 SN�1; � 2 IR+; �N � cos �gC�(y0; �) = fx = (0; y0) + ��; � 2 SN�1; � 2 IR+; � �N � cos �g:We will also study the question of the existence of solutions of (1.5), (1.6)when the angle � is bigger than �=2.The purpose of this article is to prove various kinds of existence, nonexis-tence, uniqueness, monotonicity or symmetry results for the solutions of thesemilinear elliptic equation (1.5) with the unusual conical conditions at in�nitylike (1.6) or other ones described later. The main di�culties really come fromthe unboundedness of the open set IRN where the reaction-di�usion equation(1.5) is set, and from the type of boundary conditions at in�nity like (1.6).There are many works dealing with the uniqueness, symmetry, monotonic-ity properties of solutions of semilinear elliptic equations in IRN with uniformconditions at in�nity like u(x) ! 0, or other decay conditions, as jxj ! 1(e.g. Chen, Li [14], Gidas, Ni, Nirenberg [20], Gidas, Spruck [21], Li [30],Li, Ni [31], and also Amick, Fraenkel [2] for vortex rings). Other properties,like convexity (see Kawohl [28]), have also been emphasized. As far as coni-cal conditions are concerned, results exist for semilinear elliptic equations setin cone-like domains with Dirichlet conditions at the boundary (e.g. Bandle,Essen [4] and the literature cited therein).



However, even for this single reaction-di�usion equation (1.5), problemswhich are set in unbounded domains with conical conditions like (1.6) � or(1.8), (1.12) below � do not seem to have been studied yet, as far as weknow, but in [12]. We will set our results in di�erent frameworks which will bede�ned in succession in the next subsections: the weak framework, the strongframework and the framework of solutions with asymptots. These di�erentwords are related to the asymptotic conditions at in�nity that the solutions of(1.5) are required to satisfy.1.2 The weak frameworkAs far as the solutions of (1.5), (1.6) are concerned, only the situation in di-mension 2 and for angles � 2]0; �=2] is known: the solutions (c; u) exists andthe speed c is unique. The following theorem closes the question of the exis-tence of solutions for angles � greater than �=2, even with the weak asymptoticconditions (1.6).Theorem 1.1 In any dimension N � 2, there is no solution of (1.5), (1.6)with an angle � 2 (�=2; �).The physical meaning of this result is that there is no �ame which is pointedinside the Bunsen burner.The question of the uniqueness of solutions of the reaction-di�usion equa-tion (1.5) with weak asymptotic conditions (1.6) (for angles � � �=2) is verytricky. To illustrate the di�culty, let us mention the conjecture of De Giorgi(1978, [23]) on a similar problem: if u is a solution of �u = u3 � u in IRN ,ful�lling the simple limit limxN!�1 u(x1; � � � ; xN) = �1 and such that @xNu > 0,then the level sets of u are hyperplanes. Notice that for the equation (1.5),this conjecture is not true because, in dimension 2 and for all angles � < �=2,the solutions of Bonnet and Hamel satisfy the same requirements but are notplanar. The De Giorgi's conjecture was proved by Modica and Mortola in [32]in the case N = 2 if the level sets of u are the graphs of an equilipschitzianfamily of functions and in any dimension N if there is a point x 2 IRN suchthat jru(x)j2 = 12(1� u(x)2)2 (see Ca�arelli, Garofalo, Segala [13]). RecentlyGhoussoub and Gui proved in [18] the conjecture in the case N = 2 withoutany additional requirement. For this question, see also the work of Berestycki,Ca�arelli and Nirenberg in [7]. For N � 3, the conjecture is an open question.On the other hand, assuming a uniform (instead of a so far simple) conver-gence in (x1; � � � ; xN�1) of u towards �1 as xN ! �1, Berestycki and theauthors solved in [8] the question of the uniqueness in any dimension, usingthe same technics as those in section 5 of this article. One of the tools is thesliding method of Berestycki and Nirenberg [11].



This simple remark eventually shows the di�culty of emphasizing condi-tions at in�nity which are somehow only simple or not globally uniform. Forinstance, the limits (1.6) are only uniform in cones which are strictly embeddedin C�(0; �) or C+(0; � � �).1.3 The strong frameworkIn order to de�ne a �strong framework" related to the conical asymptoticconditions, let us study more carefully, in dimension 2 and for angles � � �=2,what kind of asymptotic conditions the solutions u� of (1.5), (1.6) built byBonnet and Hamel satisfy: namely a uniformity property far away from theirlevel sets.Theorem 1.2 In dimension N = 2 and for any � 2]0; �=2], let u� be thesolution of (1.5), (1.6) in [12]. For any � 2 (0; 1), let y = ��(x) be the level setfu�(x; y) = �g. The function �� is of class C1 and satis�es �0�(x)� cot�! 0as x! �1. Set 
�� (y0) = fy < y0 + ��(x)g and 
+� (y0) = fy > y0 + ��(x)g.Then 8� 2 (0; 1); 8>><>>: limy0!+1 inf
+� (y0) u� = 1limy0!�1 sup
�� (y0) u� = 0 (1.7)The conditions (1.7) are stronger than (1.6) and allow us to de�ne naturallythe strong framework in any dimension N : we study the solutions (c; u) of8>>><>>>: �u� c@yu+ f(u) = 0 in IRNlimy0!+1 inf
+(y0) u = 1limy0!�1 sup
�(y0) u = 0 (1.8)for which there exists a lipschitz-continuous function �(x0), of class C1 faraway from the origin x0 = 0, and such thatlimjx0j!+1 r�(x0) + cot� x0jx0j! = 0; (1.9)where, for any y0 2 IR, we set 
+(y0) = fy > y0 + �(x0)g and 
�(y0) = fy <y0 + �(x0)g.Since the problem (1.8), (1.9) is clearly stronger than (1.5), (1.6), it has nosolution if � > �=2, in any dimension N � 2. On the other hand, theorem 1.2means that it has a solution for any angle � � �=2 in dimensionN = 2, namelythe solution of Bonnet and Hamel. However, the question of the existence inany dimension N � 3 is still open.The following theorem deals with properties of solutions (c; u) in the strongframework:



Theorem 1.3 In any dimension N � 2, if (c; u) is a solution of (1.8), (1.9),then � � �=2, c = c0sin� and u is nondecreasing in each nonzero direction ofC+(0; �). Furthermore, if � = �=2, the functions u are unique and planar: upto a translation, they are equal to the planar front u0(y) in IRN .Hence, as far as the uniqueness of the couples (c; u) solutions of (1.8),(1.9) is concerned, we can say more in the strong framework than in the weakframework (for which only the uniqueness for the speed in dimension 2 isknown [12]). Nevertheless, the question of the uniqueness of the functions u(up to translation) remains very intricate because of the very few informationsabout the function �.Theorem 1.3 will be proved in section 3 thanks to the next two theorems1.4 and 1.5, which are related to the question: �if two functions are superso-lution and a subsolution of the same reaction-di�usion equation in a straightin�nite cylinder, on which condition can the supersolution be moved over thesubsolution?� A �rst answer to this question in dimension 1, was given byVega (see [34]): if u and u are respectively a supersolution and a subsolutionof (1.4) with u(+1) = 1 and u(�1) = 0, 0 < u; u < 1, then there existst� 2 IR such that u(�+ t�) � u(�). The following theorem deals with the mul-tidimensional case in straight cylinders �. For the sake of simplicity, we onlystate the case where � = IRN = f(x0; y); x0 = (x1; � � � ; xN�1) 2 IRN�1; y 2 IRg,we have:Theorem 1.4 (Comparison principle in IRN) Let � : IRN�1 ! IR be a uni-formly continuous function and set8><>: 
+(y0) = fy > y0 + �(x0)g
�(y0) = fy < y0 + �(x0)g�(y0) = fy = y0 + �(x0)gConsider the semilinear elliptic equationI(u) := �1�i;j�N aij(x0)@iju+ �1�i�N bi(x0)@iu+ f(x0; u) = 0 in IRN (1.10)for functions u such that a � u � b and satisfying the boundary and asymptoticconditions: 8><>: limy0!+1 inf
+(y0) u = blimy0!�1 sup
�(y0) u = a (1.11)with a < b 2 IR. We assume that equation (1.10) is elliptic in the sensethat c0j�j2 � �1�i;j�N aij(x0)�i�j � C0j�j2 for some 0 < c0 � C0 and for any� 2 IRN and x0 2 IRN�1. Besides, aij 2 C2;�; bi 2 C1;�. The function f



is continuous, bounded on IRN�1 � [a; b] and such that jf(~x0; ~u) � f(x0; u)j �C(j~x0 � x0j� + j~u � uj) for some constant C > 0. We assume that there exista < a0 < b0 < b such that f is nonincreasing in u for u in [a; a0] or [b0; b]. Forany x0 2 IRN�1, f(x0; �) is extended on IR by f(x0; u) = f(x0; a) if u � a andf(x0; u) = f(x0; b) if u � b.Let u and u be two lipschitz-continuous functions, respectively sub- andsupersolutions for (1.10), (1.11), namely:8><>: I(u) � 0 in IRN ; a � u � b in IRN and limy0!+1 sup
�(y0) u = aI(u) � 0 in IRN ; a � u � b in IRN and limy0!+1 inf
+(y0) u = b;the inequalities I(u) � 0 � I(u) holding in the distribution sense. For anyt 2 IR, set ut(x0; y) = u(x0; y) and de�ne u�1(x0) = lim inft!�1 u(x0; t).Then the set I = ft 2 IR; 8s � t; us � u in IRNg is not empty. Lett� := inf I. We have ut� � u in IRN and, if t� > �1, then inf�(y0) (ut� � u) = 0for any y0 2 IR.Notice that theorem 1.4 nolonger works if a = �1 and b = +1. Forinstance, consider the equation u00 = 0 in IR with u(�1) = �1, u(+1) =+1 and take u(x) = x and u(x) = 2x.A consequence of theorem 1.4 is the monotonicity result:Theorem 1.5 Under the assumptions of theorem 1.4, if u is a solution of(1.10), (1.11), then u is increasing in y.1.4 The framework of solutions with asymptotsIn this subsection, we emphasize the solutions (c; u) of (1.8), (1.9) for whichthere exists a function �(x0) such that supx02IRN�1 (�(x0) + cot� jx0j) <1. Thisis equivalent to look for the solutions (c; u) of8>>><>>>: �u� c@yu+ f(u) = 0; 0 � u � 1 in IRNlimy!+1 infC+(y;���) u = 1limy!�1 supC�(y;�) u = 0 (1.12)This problem is then a particular case of the weak and strong frameworksdescribed in the previous sections. Hence, theorems 1.1 and 1.3 work. Fur-thermore, we have:Theorem 1.6 If N � 3 and if � 6= �=2, then (1.12) has no solution.



Theorem 1.7 In dimension N = 2 and for any � � �=2, the solutions (c; u)of (1.12) are unique, up to a translation in (x; y) for u. We have c = c0= sin�.Besides,(i) there exists a real x0 such that u is symmetric with respect to the verticalline fx = x0g,(ii) for any � 2 (0; 1), the level set fu(x; y) = �g has two asymptots parallelto both half-lines fy = � cot�jxj; x � 0g and fy = � cot�jxj; x � 0g; besides,(1.8) works for any � = ��,(iii) there exist two reals t� such that for any sequence xn ! �1, the func-tions un(x; y) = u(x+xn; y� cot�jxnj) go to the planar fronts u0(� cos� x+sin� y + t�) as xn ! �1, uniformly on compact subsets of IR2,(iv) up to some translation, any solution u of (1.12) is equal to the solutiongiven in [12].Part (iii) gives meaning to the expression �solutions with asymptots".Eventually, the only possible solutions of (1.12) occur if N = 2 and if � � �=2and turn out to be those of Bonnet and Hamel. The price to pay as counter-part of this uniqueness result is that we do not know a priori if (1.12) has asolution in dimension 2 and for angles � � �=2, whereas the functions in [12]are solutions in the weak and strong frameworks.The following theorems give two su�cient conditions for problem (1.12) tohave solutions in dimension 2.Theorem 1.8 (Existence result for some angles � and for some functions f)Let f be a function satisfying (1.3) and such that c20 > 4=9 sup[0;1] f 0. Assumethat the restriction of f is C1 on [�; 1]. There exists �0 2 (0; �=2) such thatfor any angle � 2 (0; �0), problem (1.12) in dimension N = 2 has a solutionu. Besides, for any " > 0, there are some functions f such that �0 � �=2� ".The last assertion in theorem 1.8 implies that for any angle � 2 (0; �=2),there are functions f satisfying (1.3) and such that problem (1.12) has a so-lution. This existence result is in strong contrast with the nonexistence resultin dimension N � 3 (theorem 1.6).Theorem 1.9 If N = 2 and � 2]0; �=2], if (c; u) is solution of (1.5), (1.6)(necessarily with c = c0sin�) such that9 y 2 IR; 9 � 2 (0; 1); u � � on @C�(y; �); (1.13)9 y 2 IR; 9 � 2 (0; 1); u � � in C�(y; �); (1.14)then (c; u) is also solution of (1.12).



As a consequence, in dimension N = 2, if two solutions u1 and u2 sat-isfy (1.5) with the weak conditions (1.6) and the nondegeneracy assumptions(1.13), (1.14), with maybe di�erent values for y, �, y and �, then they areequal up to translation. The functions built in [12] satisfy (1.14). Finally,a necessary and su�cient condition for the exitence of solutions of (1.12) indimension 2 with angles � � �=2 is that the functions of Bonnet and Hamelsolutions of (1.5), (1.6) satisfy (1.13).Theorem 1.9 is proved in section 4.1.3 by the construction of sub- andsuper-solutions de�ned on sets rotating around a �xed point. Lastly, noticethat the new conditions (1.13), (1.14) are similar, for semilinear elliptic prob-lems studied by Berestycki, Ca�arelli and Nirenberg [5], [6] or Esteban andLions [16], to the Dirichlet condition u = 0 on the boundary of the domain.For the case of a half-space, it was especially proved in [5] that the solutionsof a certain class of semilinear elliptic equations are unique and planar.Summary. We present in the following table a summary of the existence,nonexistence, uniqueness and monotonicity results concerning the solutions(c; u) of the semilinear elliptic equation (1.5) in the weak framework (1.6),in the strong (1.8), (1.9) and in the framework of solutions with asymptots(1.12). In this table, the words existence and nonexistence mean the existenceand nonexistence of a couple (c; u); uniqueness for the functions u is under-stood to be uniqueness up to translation. The numbers in brackets refer tothe sections in which the results are proved. Lastly, theorems 1.4 and 1.5 areproved in section 5. The results of this article, as well as further ones, havebeen announced in [25].Conjectures. The nonexistence result in theorem 1.6 actually sheds somelight on the di�culty of the question of the existence of solutions of equation(1.5) in dimension N � 3 and with angles � � �=2. We conjecture the ex-istence in the strong framework, for some functions � such that sup j�(x0) +cot� jx0jj = +1 (a fortiori, this would imply the existence in the weak frame-work). Moreover, we conjecture that the question of the uniqueness for thefunctions u works in the strong framework and that, henceforth, equation (1.5)is well-posed in the strong framework in any dimension N � 2 and for angles� � �=2.



Solutions (c; u) of: in IR2 in IRN , N � 3Weakframework: �2 < � < � Nonexistence (2)(1.5), (1.6) Existence (3)0 < � < �2Strongframework: Uniqueness of c: c = c0= sin�,(1.8), (1.9) monotonicity for u (3)� = �2 Unique solution (c0; u0) (3)Uniqueness (4.1.1)0 < � < �2 Existence NonexistenceSolutions for some f (4.1.2) (4.2)with or underasymptots: nondegeneracy(1.12) assumption (4.1.3)� = �2 Unique solution (c0; u0) (4.1.1)
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Henceforth, we get infx0 (u0(y0 + t�) � u(x0; y0)) = 0 for any y0 2 IR. Takey0 = 0. The in�mum cannot be attained at a �nite point, otherwise the func-tions u0(y + t�) and u(x0; y) would be identical by the strong maximum prin-ciple. There exists then a sequence x0n ! �1 such that u0(t�)� u(x0n; 0)! 0as n!1, that is to say u(x0n; 0)! u0(t�) > 0. This is in contradiction with(1.6) and completes the proof of lemma 2.1.In dimension N = 2, let (c; u) be a solution of (1.5), (1.6) for an angle� � �=2. Let us choose a real �0 2 (�; 1) and call �00 = (�0 + 1)=2, �00 2 (�0; 1).Let us de�ne �0 = �� � and �x temporarily an angle � such that 0 < � < �0.By (1.6), we have u(x; y) ! 1 as y ! +1 and u(x; y) ! 0 as y ! �1for any x 2 IR. Since u is continuous, we can therefore de�ne the functions��(x) = minfy; u(x; y) = �00g and �+(x) = maxfy; u(x; y) = �00g.Let us �x temporarily a integer n 2 IN . For any x0 2 IR, let us de�ne theset Ax0 = fx0 � n � x � x0; y � �+(x0)� cot(�0 � �)(x� x0)g[ fx0 � x � x0 + n; y � �+(x0)� cot(�0 + �)(x� x0)gLemma 2.2 There exists a real xn � �n=2 such that for all (x; y) in Axn,u(x; y) � �0Proof. Assume not. By (1.6) applied in C+(0; �) (for some 0 < � < �0), thereexists a real y00 such that8 � n=2 � x � n=2; 8y � y00 � cot(�0 + �)x; u(x; y) > �00 (2.1)Besides, once again by (1.6) applied this time in C�(0; � � �=2), we haveu(x; y00� cot(�0+�)x)! 0 as x! �1. Hence, there exists a real x0 < �n=2such that �+(x0) � y00 � cot(�0 + �)x0. Set (x0; y0) = (x0; �+(x0)).Since we have supposed that lemma 2.2 does not work, there exists a point(x1; y01) in Ax0 such that u(x1; y01) < �0. By de�nition of Ax0 and of �+(x1), itcomes that the point (x1; y1) = (x1; �+(x1)) is in Ax0. In particular, this pointis in the setE = fx � x0; y � y0�cot(�0��)(x�x0)g[fx0 � x; y � y0�cot(�0+�)(x�x0)g= fy � max [ y0 � cot(�0 � �)(x� x0); y0 � cot(�0 + �)(x� x0) ]; x 2 IRgand Ax1 � E. Since jx1 � x0j � n, (2.1) yields that x1 < �n=2.On the other hand, since u(x0; y) � �00 > �0 for any y � y0 and since uis globally Lipschitz-continuous (by standard elliptic estimates), it comes thatthere exists a constant � > 0 (not depending on x0), such that jx0 � x1j � �.By induction, there exists a sequence of points (xk; yk) = (xk; �+(xk)) suchthat (xk; yk) 2 Axk�1, (xk; yk) 2 E, xk < �n=2 and jxk � xk�1j � � for any
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xFigure 1: The set Axnk 2 IN�. Since jxk � xk�1j � � > 0 for any k, it comes that there is anin�nite number of k's such that xk < xk�1. For such k's, we actually havexk � xk�1 � � andyk � yk�1 � cot(�0 � �)(xk � xk�1)� yk�1 + (cot(�0 + �)� cot(�0 � �))(xk � xk�1)� cot(�0 + �)(xk � xk�1)Set �0 = (cot(�0 � �) � cot(�0 + �))�, �0 is positive because 0 < �0 � � <�0 + � < �. If xk < xk�1, we get yk � yk�1 + �0 � cot(�0 + �)(xk � xk�1).On the other hand, if xk > xk�1, we have yk � yk�1 � cot(�0 + �)(xk � xk�1)because (xk; yk) 2 Axk�1. Call N(k) the number of l's in f1; � � � ; kg such thatxl < xl�1. By an immediate induction, we deduce thatyk � y0 + �0N(k)� cot(�0 + �)(xk � x0)� y0 + �0N(k)� cot(�0 + �)(�n=2� x0)because xk � �n=2 for any k. Hence, since we noticed that N(k) ! +1as k ! +1, it comes that yk ! +1 as k ! +1. Besides, we recall that(xk; yk) 2 E, whence yk � y0 � cot(�0 � �)(xk � x0). These facts implythat the points (xk; yk) are in C+(0; �0 � �=2) for k large enough and satisfyu(xk; yk) = �00 < 1. This is in contradiction with (1.6) and completes the proofof lemma 2.2.



Lemma 2.3 In dimension N = 2, if �=2 � � < � and if (c; u) is solution of(1.5), (1.6), then c � c0= sin�.Lemmas 2.1 and 2.3 clearly imply theorem 1.1 in dimension N = 2: thereis no solution (c; u) of (1.5), (1.6) if � > �=2.Proof of lemma 2.3. Let us assume that c < c0= sin� = c0= sin�0. Let�n > 0 be a sequence such that �n ! 0 as n! +1. For any n 2 IN , by lemma2.2, there exists a real xn such that u(x; y) � �0 for any (x; y) 2 Axn, where Axnis de�ned with the angle �n. Set yn = �+(xn). We have u(xn; yn) = �00 for anyn. De�ne the functions un(x; y) = u(x+xn; y+yn) in IR2. By standard ellipticestimates and Sobolev injections, up to extraction of some subsequence, thereexists a function u1 solution of (1.5) such that un ! u1 in W 2;ploc (IR2) for any1 < p <1. We have u1(0; 0) = �00.Besides, by de�nition of (xn; yn), it is the case that un(x; y) � �0 for any(x; y) such that �n � x � 0 and y � � cot(�0 � �n) x, or 0 � x � n andy � � cot(�0 + �n) x. Passing to the limit n! +1, we getu1(x; y) � �0; 8 (x; y) 2 fy � � cot�0 x; x 2 IRgLet us change the coordinates and call X = sin�0 x � cos�0 y, Y =cos�0 x+sin�0 y: the positiveX-axis is in the direction of (sin�0;� cos�0) andthe positive Y -axis is in the direction of (cos�0; sin�0). Set ~u(X; Y ) = u1(x; y).In the (X; Y ) coordinates, the function ~u satis�esI(~u) := �~u+ c cos�0 @X ~u� c sin�0 @Y ~u+ f(~u) = 0 in IR2 (2.2)and u(0; 0) = �00, u(X; Y ) � �0 if Y � 0. Let us �nally de�ne u(Y ) =infX2IR~u(X; Y ). As an in�mum of lipschitz-continuous solutions of (2.2), thisfunction u(Y ) is lipschitz-continuous and satis�esu00 � c sin�0 u0 + f(u) � 0 in IRBesides, it is the case that u(Y ) � �0 if Y � 0 and �0 � u(0) � �00.For a real " > 0 small enough, that will be chosen later, let (c"; u") be theunique solution of u00" � c"u0" + f(u") = 0 in IR, u"(0) = �0, and u"(�1) = �",u"(+1) = 1 (the function f has been extended by 0 outside the intervall[0; 1]). From [10], we know that c" < c0 and that c" ! c0 as "! 0. Since wehave assumed that c0 > c sin�0, we choose " > 0 such that c" > c sin�0.Let us now de�ne the function u(Y ) = u"(Y ). Since u" is increasing, thisfunction u = u" satis�esu00 � c sin�0 u0 + f(u) = (c" � c sin�0)u0" > 0 in IRLet us now use the following lemma:



Lemma 2.4 Let f be a lipschitz-continuous function such that f > 0 in (�; 1)and f(1) = 0. Let v be a lipschitz-continuous function de�ned in IR+ such that( v00 + �v0 + f(v) � 0 in IR+1 � v � �0 > � in IR+for a real �. Then v is nondecreasing in IR+ and v(+1) = 1.In particular, taking v = u, we get u(+1) = 1. On the other hand,u(�1) = �". Since �" � u; u � 1 in IR and since u, u are respectivelylipschitz-continuous super- and subsolutions for the equation z00 � c sin�0 z0 +f(z) = 0, where the function f satis�es the assumptions of theorem 1.4 (fis nonincreasing in a neighbourhood of �" and 1), the comparison princi-ple in theorem 1.4, applied in IR, yields that there exists a real t such thatut(Y ) = u(Y + t) � u(Y ) in IR (notice here that this result could have beenobtained directly by the results of Vega in [34]). The in�mum t� of such t'sis necessarily �nite, otherwise 1 > �00 � u(0) � limt!�1u(�t) = 1. Theorem1.4 then yields furthermore that ut� � u in IR. This is impossible becauseu(�1) = �" < 0 and u � 0 in IR. This completes the proof of lemma 2.3.Proof of lemma 2.4 Let x0 � 0. Assume that there exists a real x1 > x0such that v(x1) < v(x0). Then v � v(x1) on [x1;+1[, because, if it were notso, we obtain a contradiction with the maximum principle (by considering theminimum of v on [x0; x2] where x2 > x1 and v(x2) > v(x1)). More generally,we get that v is nonincreasing in [x1;+1[. Set  = lim+1 v. We get �0 �  � 1.Consider the new functions vn(x) = v(x + n). Then vn ! v1 �  and v1veri�es v001+�v01+f(v1) � 0, that is to say f() � 0. This implies that  = 1,but this is impossible because  � v(x1) < v(x0) � 1. Eventually, we concludethat 8x0 � 0; 8x1 � x0; v(x1) � v(x0). This means that v is nondecreasingin IR+. As above, we also get that f(v(+1)) � 0 and v(+1) = 1.2.2 Dimension N � 3Our aim in this section is to prove theorem 1.1 in dimensions N � 3. Let us�x an angle �=2 < � < � and suppose that there is a solution (c; u) of (1.5),(1.6). From lemma 2.1, we know that c < c0. The following lemma states thatc � c0= sin�: this implies the desired result.Lemma 2.5 In any dimension N � 3, if �=2 � � < � and if (c; u) is solutionof (1.5), (1.6), then c � c0= sin�.Proof. We will proceed as in section 2.1 and make a strong use of the com-parison principles stated in theorem 1.4. Let (c; u) be a solution of (1.5), (1.6)for an angle � � �=2. Let us suppose that c < c0= sin�.



Let SO(N�1) be the group of rotations in IRN�1. For any � 2 SO(N�1),the function u�(x0; y) = u(�(x0); y) is also solution of �u�� c@yu� + f(u�) = 0in IRN . Besides, by standard elliptic estimates, the function u is globallylipschitz-continuous in IRN . Hence, the functionv(x0; y) = inf�2SOn�1 u�(x0; y)is globally lipschitz-continuous and satis�es �v�@yv+ f(v) � 0 in IRN in thedistribution sense. By de�nition of v, there exists then a globally lipschitz-continuous function ~v de�ned in IR+ � IR such that v(x0; y) = ~v(r; y) wherer = qx21 + � � �+ x2N�1.De�ne w(x; y) = ~v(jxj; y) for (x; y) 2 IR2. The function w is globallylipschitz-continuous in IR2 and is solution of�w + N � 2x @xw � c@yw + f(w) � 0 in IR� � IRin the distribution sense. Besides, since the function u ful�lls the asymptoticconditions (1.6), it is easy to see that the function w satis�es the analogousconditions (1.6) in IR2.Henceforth, with the same notations as in section 2.1, lemma 2.2 doeswork, that is to say that for any sequence �n ! 0, �n > 0, there exists a point(xn; yn) such that xn � �n=2, yn = �+(xn), w(xn; yn) = �00 and w � �0 in Axnwhere Axn = fxn � n � x � xn; y � yn � cot(�0 � �n)(x� xn)g[ fxn � x � xn + n; y � yn � cot(�0 + �n)(x� xn)gSince the function w is globally lipschitz-continuous in IR2, it comes fromArzela-Ascoli's theorem that the functions un(x; y) = w(x + xn; y + yn) con-verge locally to a lipschitz-continuous function u1, up to extraction of somesubsequence. We have u1(0; 0) = �00 and u1(x; y) � �0 if y � � cot�0 x.Since xn ! �1 and w is globally lipschitz-continuous in IR2, the termsN�2x+xn@xw(x+xn; y+yn) converge locally to 0. Hence, in the distribution sense,the function u1 satis�es�u1 � c@yu1 + f(u1) � 0 in IR2With the same notations as in section 2.1, the remainder of the proof oflemma 2.3 works. We get a contradiction by comparing, in a new systemof cartesian coordinates (X; Y ), the function u(Y ) = infX2IR ~u(X; Y ) � where~u(X; Y ) = u1(x; y) � with a suitable subsolution u(Y ), and eventually byusing the comparison principle of theorem 1.4.Remark 2.6 In any dimension N � 2, it is proved in [25] that if (c; u) issolution of (1.5), (1.6) with an angle � � �=2, then c � c0= sin�.



3 Strong frameworkIn this section we will prove theorems 1.2 and 1.3 dealing with the existenceof solutions (c; u) of (1.8), (1.9) in dimension N = 2 for angles � � �=2, withthe uniqueness of the speed c and with the monotonicity properties for thefunctions u in any dimension N � 2.3.1 Dimension N = 2, angles � � �=2: existence resultOur aim in this section is to prove that, in dimension N = 2 and for any angle� � �=2, the function u� built by Bonnet and Hamel in [12], solution of (1.5),(1.6) with the unique speed c = c0= sin� is actually also solution of (1.8),(1.9), where the graph fy = �(x)g can be any of the level sets fy = ��(x)g(0 < � < 1). Let us �x � 2]0; �=2]. We recall that the function u� is solutionof 8>>><>>>: �u� � c@yu� + f(u�) = 0 in IR28 � 2 [0; � � �[; lim infj(x;y)j!1; (x;y)2C+(0;�) u�(x; y) = 18 � 2 [0; �[; lim supj(x;y)j!1; (x;y)2C�(0;�) u�(x; y) = 0where c = c0= sin�. Moreover we know that 8� 2 C+(0; �)o; @�u� > 0 in IR2.Fix a real � 2 (0; 1), the level set fu�(x; y) = �g is the graph fy = ��(x)g of alipschitz-continuous function �� with lipschitz-norm � cot�. By the implicitfunction theorem, the function �� is of class C1. Besides, it is proved in [12]that for any sequence xn ! �1, the functions uk(x; y) = u�(x+xk; y+��(xk))go to the planar function u0(� cos� x+sin� y+u�10 (�)) in W 2;ploc (IR2) for any1 < p <1 (and in particular in C1loc). This implies that �0�(x)� cot�! 0 asx! �1.Suppose that limy0!+1 inf
+� (y0)u� = � < 1. Therefore, there exists a sequence(xk; yk) 2 IR2 such that yk � ��(xk)! +1 and u�(xk; yk)! � < 1. The realsxk cannot be bounded because, for any real A � 0, limy!+1 inf[�A;A]�[y;+1[u� = 1by (1.6). Hence, up to extraction of some subsequence, and by symmetry ofu� in x, we may assume that xk ! �1. Set u�k(x; y) = u�(xk+x; y+��(xk)).From a result in [12], it is the case that:u�k(x; y)! u�1(x; y) = u0(� cos� x + sin� y + u�10 (�))uniformly on compact subsets of IR2. Let y0 be such that u0(sin� y0 +u�10 (�)) = � + � < 1 for some � > 0. Then for k large enough, we haveboth u�k(0; y0) � � + 2�3 , u�k(0; yk� ��(xk)) � � + �3 and yk � ��(xk) > y0. Thisis impossible because u� is increasing in y.This proves that limy0!+1 inf
+� (y0)u� = 1. Similarly we get limy0!�1 sup
+� (y0)u� = 0.



3.2 Dimension N � 2: monotonicity properties for thefunctions uFix an angle � � �=2 and consider a solution (c; u) of (1.8) for which thereexists a function � satisfying (1.9): r�(x0)+cot� x0jx0j ! 0 as jx0j ! +1. Letus �x a direction � in C+(0; �)o. Choose a set of vectors (� 1; � � � ; �N�1) suchthat (� 1; � � � ; �N�1; �) is a frame and de�ne the new cartesian coordinates Xi =� i � (x0; y) (1 � i � N � 1), Y = � � (x0; y). Let us note X 0 = (X1; � � � ; XN�1).The function ~u(X 0; Y ) = u(x0; y) satis�es �~u � c~� � r~u + f(~u) = 0 in IRN =f(X 0; Y )g where ~� is the constant vector ~� = (~�1; � � � ; ~�N�1; ~�N). Besides, sinceu is solution of (1.8) and the function �(x0) satis�es (1.9), it is easy to seethat there exists a lipschitz-continuous function ~�(X 0) such that ~u satis�es(1.8), (1.9) with the function ~� (the set fY = ~�(X 0)g is not necessarily equalto the set fy = �(x)g but we can choose a real R large enough such thatfY = ~�(X 0); jX 0j � Rg is a subset of fy = �(x)g). Theorem 1.5 applied inIRN = IRN�1 � IR implies that the function ~u is increasing in Y . This meansthat the function u is increasing in any direction � of the interior of C+(0; �).By continuity, u is also nondecreasing in any nonzero direction of C+(0; �).In particular, if (c; u) is solution of (1.8), (1.9) with the angle � = �=2, weget that u is both nondecreasing and nonincreasing in any nonzero direction� in IRN such that �N = 0. This implies that the function u only depends ony and satis�es (1.4) with the speed c. Henceforth, we deduce that u = u(y) =u0(y) (up to translation) and that c = c0.3.3 Dimension N � 2: uniqueness of the speedLet � be an angle in ]0; �=2] and (c; u) be a solution of (1.8) and (1.9) for somefunction �(x0). We want to prove that the speed c is unique and given by thesame formula as in dimension N = 2: c = c0= sin�.Let us consider the sequence (x0n; yn) = (�n; 0; � � � ; 0; �(x0n)) and de�ne thefunctions un(x0; y) = u(x0 + x0n; y + yn) in IRN . By standard elliptic estimatesand Sobolev injections, up to extraction of some subsequence, the sequence(un) converges in W 2;ploc (IRN) (for any 1 < p <1) to a function u1 solution of(1.5). We now claim thatlimy0!+1 infy�y0+cot� x1(x2;���;xN�1)2IRN�2 u1(x0; y) = 1limy0!�1 supy�y0+cot� x1(x2;���;xN�1)2IRN�2 u1(x0; y) = 0 (3.1)Let us prove the formula for y0 ! +1 (the proof of the other one is similar).Let " > 0. Since u satis�es the asymptotic conditions in (1.8), there exists



a real y0 such that u(x0; y) � 1 � " if y � y0 + �(x0). Fix any point (x0; y)such that y � y0 + 1 + cot� x1, (x2; � � � ; xN�1) 2 IRN�2. From the �niteincrement theorem, we have that �(x0 + x0n)� �(x0n) = r�(x0n + tnx0) � x0 withsome tn 2 [0; 1]. Hence, by (1.9) and since x0n = (�n; 0; � � � ; 0), it comes that�(x0 + x0n) � �(x0n) ! cot� x1 as n ! +1. This implies that y + yn =y+�(x0n) � y0+�(x0+x0n) and that un(x0; y) � 1� " for n large enough. Thelimit n! +1 gives the desired result.In the new coordinatesX1 = sin� x1+cos� y, X2 = x2; � � � ; XN�1 = xN�1,Y = � cos� x1+sin� y, the function ~u(X 0; Y ) = u(x0; y) satis�es the equation�~u� c cos� @X1 ~u� c sin� @Y ~u+ f(~u) = 0 in IRNand lim infY!+1 ~u = 1, lim supY!�1 ~u = 0 by (3.1). With the same arguments as in theprevious subsection, by using theorem 1.5, we get that the function ~u is thenincreasing in any direction � such that �N > 0. By continuity, ~u is constant inany direction � such that �N = 0, that is to say that ~u = ~u(Y ) and that ~u(Y )is solution of ~u00 � c sin� ~u0 + f(~u) = 0 in IR and ~u(�1) = 0, ~u(+1) = 1.By the uniqueness of the speed for the onedimensional equation (1.4), thiseventually implies that c = c0= sin�.4 Solutions with asymptots.4.1 Dimension N = 24.1.1 Uniqueness of solutions with asymptotsIn this section, we prove theorem 1.7 dealing with the uniqueness and thequalitative properties of the solutions (c; u) of (1.12) in dimension N = 2 forangles � � �=2 (for angles � > �=2, there is no solution by theorem 1.1).Notice that the �planar" case � = �=2 has already been treated in section 3concerning the strong framework. Let now (c; u) be a solution of (1.12) for anangle � < �=2. Hence, (c; u) is solution in the weak and strong frameworks. Inparticular, c = c0= sin� ([12]) and u is nondecreasing in any nonzero directionof C+(0; �) (theorem 1.3).Asymptotic planar behaviour in the directions y = � cot� jxj, x !�1. Consider a sequence xn ! �1 and de�neun(x; y) = u(x+ xn; y � cot� jxnj)>From standard elliptic estimates, up to extraction of some subsequence, thesequence (un) converges inW 2;ploc norms to some function u�. From (1.12), this



function u� is a solution of8>>><>>>: �u� � c@yu� + f(u�) = 0 in IR2limy0!+1 inffy�y0+cot� xg u�(x; y) = 1limy0!�1 supfy�y0+cot� xg u�(x; y) = 0In the new coordinates ( X = sin� x + cos� yY = � cos� x+ sin� y;(the positive X-axis is in the direction of (sin�; cos�) and the positive Y -axisis in the direction of (� cos�; sin�)) the function ~u�(X; Y ) = u�(x; y) satis�es8>>><>>>: �~u� � c0@Y ~u� � c0 cot� @X ~u� + f(~u�) = 0 in IR2limY!+1infX ~u�(X; Y ) = 1limY!�1supX ~u�(X; Y ) = 0 (4.1)In a similar way, we can de�ne a function u+ for any sequence xn ! +1and write a similar problem involving the new coordinates X = � sin� x +cos� y, Y = cos� x+sin� y. The asymptotic behaviour of u in the directionsfy = � cot� jxj; x ! �1g is given by the following proposition, whichcorresponds to part (iv) of theorem 1.7:Proposition 4.1 There exist two reals t� such that u�(x; y) = u0(� cos� x+sin� y+t�) = u0(Y +t�). Besides, the reals t� do not depend on the sequencesxn ! �1 and are equal to t� = u�10 ( limx!�1 u(x;� cot� jxj))Proof. The fact that the functions ~u�(X; Y ) only depend on Y can be donewith the same device as in section 3.2: for instance, by using theorem 1.5, wededuce that ~u� is increasing in any direction � such that �Y > 0. Then, itonly depends on Y and satis�es (1.4), whence ~u�(X; Y ) = u0(Y + t�). On theother hand, the function u is nondecreasing in both directions (� sin�; cos�).We can therefore de�ne the limits limx!�1 u(x;� cot� jxj) = �� 2 [0; 1]. Now,for any sequences (xn) ! �1, the functions u(x + xn; y � cot� jxnj) locallyconverge to the planar fronts u0(� cos� x+sin� y+u�10 (��)). Thus, the realst� do not depend on the sequences (xn) and are then equal to u�10 (��). Noticethat this especially proves that �� cannot be 0 or 1.Proof of theorem 1.7. Let � be any �xed angle in (0; �=2) and u anysolution of (1.12) in dimension N = 2. For any x0 2 IR, the shifted functionux0(x; y) = u(x+ x0; y)



is also solution of (1.12). From proposition 4.1, we know that the functions(ux0)n = u(x + x0 + xn; y � cot� jxnj) go to the planar fronts u0(� cos� x +sin� y + (tx0)�) for some (tx0)� 2 IR and for any sequences xn ! �1. It iseasy to check that (tx0)� = t� � cos� x0 where t� are de�ned in proposition4.1 for the function u. Taking x0 = (t� � t+)=(2 cos�), we get(tx0)� = (tx0)+We will use the following de�nition: for any solution u of (1.12), we say thatu is �asymptotically symmetric in x" if the reals t� de�ned in proposition 4.1are equal.Now consider another solution u0 for (1.12). According to the precedingarguments, there exists a real x00 such that the function u0x00(x; y) = u0(x+x00; y)is asymptotically symmetric in x.Both functions ux0 and u0x00 are solutions of problem (1.12), which is of thesame kind as (1.10), (1.11) with �(x) = � cot� jxj. Henceforth, theorem 1.4can be applied with (u; u) = (ux0; u0x00) and with (u; u) = (u0x00; ux0). There existtwo reals t � t such that utx0 � u0x00 � utx0. De�ne t� = supft; utx0 � u0x00 in IR2gand t� = infft; utx0 � u0x00 in IR2g. These reals are �nite since ux0(0; t)! 1 or0 as t! �1 and 0 < u0x00(0; 0) < 1. We haveut�x0 � u0x00 � ut�x0 in IR2The strong maximum principle yields that either ut�x0 < u0x00 or ut�x0 � u0x00, andeither u0x00 < ut�x0 or u0x00 � ut�x0. Let us suppose that ut�x0 < u0x00 < ut�x0 in IR2.From the last assertion in theorem 1.4 and since u0x00 and ux0 are asymptoticallysymmetric in x, it follows that:8<: limxn!�1 u0x00(x+ xn; y � cot� jxnj)� ut�x0(x+ xn; y � cot� jxnj) = 0limxn!�1 ut�x0(x+ xn; y � cot� jxnj)� u0x00(x+ xn; y � cot� jxnj) = 0 (4.2)>From our choice of x0, the functions ux0(x + xn; y � cot� jxnj) go to theplanar front u0(� cos� x + sin� y + t) as xn ! �1, where t = t�x0 = t+x0 .From (4.2), we deduce that sin� t� + t = sin� t� + t. This means that t� = t�and that u0x00 � ut�x0 in IR2. Finally, we always haveu0(x + x00; y) � u(x+ x0; y + t�) in IR2where t� is equal to t� or t� (actually, we then have t� = t�). This proves thatthe solutions of (1.12) are unique up to translation.Let us now prove that any solution u of (1.12) is symmetric with respectto some line fx = x0g, that is part (i) of theorem 1.7. Indeed, for any solution



u of (1.12), the function u0(x; y) = u(�x; y) is itself solution of (1.12). Hence,there exists a couple (t1; t2) 2 IR2 such that u(�x; y) = u(x + t1; y + t2) inIR2. At the point (�t1=2; 0), it comes that u(t1=2; 0) = u(t1=2; t2). Since u isincreasing in y, we deduce that t2 = 0 and �nally that u is symmetric withrespect to the line fx = t1=2g.Let us now study the level sets of u and prove part (ii) of theorem 1.7. Forany � 2 (0; 1), the level set fu(x; y) = �g is a curve y = ��(x) since u(x; y) isstrictly increasing in y and goes to 0 and 1 as y ! �1, for any x 2 IR. Fromthe behaviour of u in the asymptotic directions y = � cot� jxj (proposition4.1) and since u0 is strictly increasing, there exists a unique real t such thatu(x; t�cot� jxj)! � as x! �1. Besides, the level set fu(x; y) = �g is belowthe line y = t+cot� x since u is increasing in the direction (sin�; cos�). Fromthe asymptotic behaviour of u, it also comes that limx!�1 u(x; t�"�cot� jxj) < �for any " > 0. We deduce that the level set fu(x; y) = �g is above theline y = t � " + cot� x for �x large enough. With the same arguments asx ! +1, this proves that the level set fu(x; y) = �g is asymptotic to thehalf-line y = � cot� jxj+ t as x! �1 (resp. y = � cot� jxj+ t0 as x! +1.As in the proof of theorem 1.2 in section 3, the function u is solution of (1.8),(1.9) for any function � = ��.Let us now prove that u is equal, up to some translation, to the function u�built in [12] and solution of (1.5), (1.6). First of all, we know that there existsa real t1 such that the function ut1 = u(x+ t1; y) is symmetric in x. Since u� isnonincreasing in both directions (� sin�;� cos�), the level set fu� = u�(0; 0)gis not below @C�(0; �). Hence, theorem 1.2 yields that limy!�1 supC�(y;�) u� = 0.Apply theorem 1.4 with u = ut1 and u = u�: there exists a real t such thatutt1 � u� in IR2. The in�mum t� of such t's is �nite because u(t1; t) ! 0 ast! �1 and u�(0; 0) > 0. Henceforth, theorem 1.4 yields that8y0 2 IR; inf@C�(y0;�)(ut�t1 � u�) = 0 (4.3)>From the strong maximum principle, we have either ut�t1 � u� or ut�t1 > u� inIR2. In any case, and since both ut1 and u� are symmetric in x, (4.3) impliesthatlimxn!�1(ut�t1(xn; y+cot� jxj� cot� jxnj)�u�(xn; y+cot� jxj� cot� jxnj)) = 0for any (x; y) 2 IR2. On the one hand, u� is nondecreasing in both directions(� sin�; cos�), hence u�(x; y) � limxn!�1u�(xn; y + cot� jxj � cot� jxnj). Onthe other hand, since ut1 is solution of (1.12), proposition 4.1 implies thatlimxn!�1 ut�t1(xn; y+ cot� jxj � cot� jxnj) = u0(sin� y+ cos� jxj+ t0) for somereal t0. Eventually, u�(x; y) � u0(sin� y + cos� jxj + t0) in IR2. Thus, the



function u� veri�es both asymptotic conditions in (1.12). Since the solutionsof (1.12) are unique modulo translation, we conclude that u and u� are equalup to a translation.4.1.2 Existence of solutions with asymptots for angles � < �=2 andfor some functions fIn this section, our purpose is to build, in dimension N = 2, a solution u of(1.12) which is over a given subsolution v ful�lling limy!+1 infC+(y;���) v = 1. Todo that, we consider a sequence of solutions un over v in bounded domains 
ncovering the plane IR2. For some functions f and some angles � � �=2, thisprocess leads to a solution of (1.12). We recall that c = c0= sin� is the uniquepossible speed solution of (1.12).De�ne �(x) = � 1c0 sin� ln(cosh(c0 cos� x)) andv(x; y) = u0(sin� (y � �(x)))where u0(z) is the solution of the onedimensional equation (1.4). An easycalculation shows thatI(v) := �v � c@yv + f(v)= [c0 sin2 � (1 + �02)� sin� �00 � c0]u00(sin� (y � �(x)))+[1� sin2 � (1 + �02)] f(v)= cos2 � cosh�2(c0 cos� x) f(v) =: f1(x; y)� 0Consider two sequences of positive reals an, bn. Set 
an ;bn = f(x; y); (x; y��(x)) 2 (�an; an) � (�bn; bn)g and let 
n be a smooth domain embedded in
an;bn in such a way that 
an;bnn
n � [i=1;���;4 B(Ci; r) where Ci, i = 1; � � � ; 4are the four corners of 
an;bn and B(Ci; r) are the balls with centers Ci andradius r > 0 �xed.The function v � 1 satis�es I(v) � 0 = I(1) and the function f is lipschitz-continuous. Hence, by a classical iterative method, there exists a unique func-tion un in 
n solution of:8><>: I(un) = �un � c@yun + f(un) = 0 in 
nv � un � 1 in 
nun = v on @
n (4.4)Furthermore, since v is not a solution of (1.5) in 
n (f(v) 6� 0), the strongmaximum principle yields that un > v in 
n.For some given reals �1 and �2 which will be chosen later, setwn(x; y) = (un(x; y)� v(x; y)) e�1y+�2�(x) > 0 in 
n



By a straightforward calculation, this function wn � 0 is solution of~I(wn) = �wn�(2�1+c)@ywn�2�2�0(x)@xwn+(Kn(x; y)+�(x))wn = �f2(x; y)(4.5)where 8>>><>>>: Kn(x; y) = f(v + e��1y��2�(x)wn)� f(v)e��1y��2�(x)wn�(x) = �21 + c�1 + �22�0(x)2 � �2�00(x)f2(x; y) = f1(x; y)e�1y+�2�(x)Besides, from standard elliptic estimates, we have kwnkW 2;2(
n) � Cn for someconstant Cn.Let us multiply equation (4.5) by wn and integrate in 
n. We get:Z
n �wn wn � (2�1 + c)@ywn wn � 2�2�0(x)@xwn wn + (Kn(x; y) + �(x))w2n= � Z
n f2wnBy integrating by parts over this smooth domain 
n, and using the fact thatwn = 0 on @
n, we eventually getZ
n krwnk2 + (�(x)�Kn(x; y))w2n = Z
n f2wn (4.6)where �(x) = ��(x)� �2�00(x) = ��21 � c�1 � �22�0(x)2.Proposition 4.2 If there exist reals �1, �2 and �0 such that �1 < 0, �1+�2 �0, �0 > 0, 8n; �(x)�Kn(x; y) � �0 > 0 in 
nand if f2 2 L2(IR2), then there exists a solution of (1.12).Proof. Assume that all the requirements of proposition 4.2 are satis�ed. From(4.6), we have kwnkW 1;2(
n) � Ckf2kL2(IR2) where C = min(�0; 1)�1=2. Takingthe limit an, bn ! +1 and rn constant, up to extraction of some subsequence,the functions wn's go locally to some function w � 0 in L2. By (4.5) and thede�nition of Kn, this function w satis�es, in the distribution sense:�w � (2�1 + c)@yw � 2�2�0(x)@xw + �(x)w+(f(v + e�1y+�2�(x)w)� f(v))e�1y+�2�(x) = �f2(x; y)Besides, we have kwkW 1;2(IR2) � Ckf2kL2(IR2).Set u = v + e��1y��2�(x)w. The functions un's de�ned in the previoussection go to u in L2loc(IR2). The function u is such that 0 < v � u � 1 in IR2and is solution of (1.5) in IR2. From standard elliptic estimates, the function



u is a classical solution of (1.5) and has a bounded norm in C1(IR2). We alsohave: k(u� v)e�1y+�2�(x)kW 1;2(IR2) � Ckf2kL2(IR2) (4.7)Since u � v, it comes that limy!+1 infC+(y;���) u = 1. To prove that u isactually solution of (1.12), the only thing that remains to be proved is thatlimy!�1 infC�(y;�) u = 0. If this is not the case and since the function u is globallylipschitz-continuous, there exist two reals ", r > 0 and a sequence of points(xn; yn) such that yn + cot� jxnj ! �1 and u(x; y) � " > 0 in the ballBn = B((xn; yn); r) of center (xn; yn) and �xed radius r > 0. By de�nition of�, it also comes that yn � �(xn) ! �1. For any point (x; y) 2 Bn, we havee�1y+�2�(x) = e�1(y��(x))e(�1+�2)�(x) � e�1(y��(x)) since �1 + �2 � 0 and � � 0.Lastly, since v ! 0 uniformly in Bn and �1 < 0, it comes that (u�v)e�1y+�2�(x)uniformly goes to +1 in Bn. This is contradiction with (4.7).We conclude that the function u satis�es the conical conditions in (1.12).It is then a solution of (1.12).In the following lemmas, we prove that the requirements in proposition 4.2are satis�ed for some ranges of functions f and of angles �.Lemma 4.3 Remember that �0 = pc20+4jf 0(1)j�c02 and that 1�u0(y) � C0e��0yas y ! +1 for some positive constant C0 (see Fife, McLeod [17]). We have:�f2 2 L2(IR2)�() ( �1 < �0 sin��1 + �2 + 2c0 sin� > 0Proof. Let us remember that f2(x; y) = cos2 � cosh�2(c0 cos� x)f(u0(sin�(y��(x))))e�1y+�2�(x) and cosh�2(c0 cos� x) = e2c0 sin��(x). Setting ~y = y � �(x),we get by using a straightforward calculation:ZIR2 f 22 = cos4 � ZIR f 2(u0(sin�~y))e2�1~yd~y ZIR e2(2c0 sin�+�1+�2)�(x)dxFor the �rst integral in ~y, since f � 0 on [0; �] and u0(y) � � for y � 0,we only have to study the behaviour as ~y ! +1. As ~y ! +1, we havef 2(u0(sin�~y))e2�1~y � C20f 0(1)2e2(�1��0 sin�)~y. Hence, the integral in ~y convergesif and only if �1 < �0 sin�.On the other hand, �(x) = � cot� jxj + ln 2=c0 sin� + o(1) as x ! �1.It follows that the integral ZIR e2(2c0 sin�+�1+�2)�(x)dx converges if and only if�1 + �2 + 2c0 sin� > 0.Lemma 4.4 There is a continuous decreasing function k :]0; �=2]! [1=4; 9=4[such that for any angle � in ]0; �=2], there exists a pair (�1; �2) such that�1 < 0, �1 + �2 + 2c0 sin� � 0 and �(x) � c20k(�) for any x 2 IR.



Proof. From the de�nition of �(x), we have h(�1; �2) := infx �(x) = ��21 �c�1 � �22 cot2 �. In order that � satisfy the requirement of proposition 4.2, wewill maximize this function h in the set H = f�1 � 0; �1+�2+2c0 sin� � 0g.It is easy to see that this maximum is equal tomaxH h = max� max�1��2c0 sin�(��21 � c�1 � (�1 + 2c0 sin�)2 cot2 �);max�2c0 sin���1�0(��21 � c�1)�After some easy calculations, we �nd that if �=6 � � � �=2, then maxH h =c20=(4 sin2 �) > 0 and is reached for (��1; ��2) = (�c0=(2 sin�); 0), and if 0 <� � �=6, then maxH h = c20(3� 4 sin2 �)2=4 > 0 and this maximum is reachedfor (��1; ��2) = (�c0 sin� (5�4 sin2 �)=2, c0 sin� (1�4 sin2 �)=2). The functiong(�) = ���1 � ��2 is that de�ned in theorem 1.8. For any angle �, we can seethat ��2 � 0.Lastly, it is easy to check that the function k(�) := maxH h =c20 is decreas-ing and ranges within [1=4; 9=4[ as � is in ]0; �=2].Proof of theorem 1.8. Let us �rst recall that the speed c0 of the planarwave solution of (1.4) only depends on f and let us note it c0(f). We �rstclaim that 14 < sup f 0c20(f) (4.8)Indeed, let ~f be the restriction of f in the interval [�; 1]. From the classicalresults of Kolomogorov, Petrovskii, Piskunov [29], or later Aronson, Wein-berger [3] and Fife, McLeod [17], there exists a positive real c� such that forany c � c�, there is a unique solution u of u00 � cu0 + ~f(u) = 0, u(�1) = �,u(+1) = 1, and there is no solution for c < c�. Besides, it is the case that2q ~f 0(�) � c� � 2 sup[�;1] vuut ~f(u)u� � (4.9)(see also Hadeler and Rothe [24]). Since ~f(�) = f(�) = 0, for any u 2 (�; 1),there exists s 2 (�; u) such that ~f(u)u� � = f 0(s) � sup[0;1] f 0. Consequently, we getc� � 2rsup[0;1] f 0. On the other hand, from Berestycki, Nirenberg [10], it is thecase that c0(f) < c� (this could also be done with the comparison principle inthereom 1.4). This �nally gives the inequality (4.8).Let us now assume that the function f satis�essup f 0c20(f) < 94



and de�ne �0 = supf� 2]0; �=2]; k(�) > sup[0;1]f 0 =c20(f)g; this angle �0 existsand is positive since sup k(�) = 9=4; besides, �0 < �=2 by (4.8) and sincek(�=2) = 1=4.Let now � be in (0; �0). By the standard elliptic estimates and Sobolevinjections, it is the case that the functions un de�ned by (4.4) converge in thespaces W 2;ploc (IR2), up to extraction of some subsequence, to a function u � vand solution of (1.5).>From lemma 4.4, we get c20k(�) > sup f 0. By continuity of the functionh(�1; �2), there exists a pair (�1; �2) such that �1 < 0(< �0 sin�), �1 + �2 +2c0 sin� > 0, �2 > 0 and �(x) > sup f 0+ " for some " > 0 and for any x 2 IR.From lemma 4.3, the function f2 is in L2(IR2). Furthermore, for any n, wehave Kn(x; y) = f(v + wn)� f(v)wn � sup[0;1] f 0 in 
nsince wn > 0 in 
n. Hence, �(x)�Kn(x; y) � " > 0 in 
n. All the assumptionsof proposition 4.2 are satis�ed, therefore the function u is solution of (1.12).Let us now prove that �0 can be taken as close to �=2 as possible if thefunction f is well-chosen. Having (4.8) in mind, we will actually prove thatfor any � > 0, there exists a function f� such that14 < sup f 0�c20(f�) < 14 + � (4.10)Owing to the de�nition of �0 and since k(�=2) = 1=4, this will give the lastassertion in theorem 1.8.To do that, let us consider the functions f� de�ned by f� = 0 in [0; �] andf�(u) = (u � �)(1 � u) in [�; 1]. This function satis�es (1.3) with � = � andis C1 in [�; 1]. Let c0;� be the unique speed solution of (1.4) for the functionf� and let c�� be the minimal speed for the solutions of u00 � cu0 + f�(u) = 0,u(�1) = �, u(+1) = 1. From the results above, we know that c0;� < c�� .Besides, by (4.9) and since the restriction ~f� of f� on [�; 1] is concave, we havec�� = 2q ~f� 0(�) = 2p1� � � 2. Let �n be a sequence converging to 0 andlet u�n be the unique function solution of (1.4) with f�n (and the speed c0;�n)such that u�n(0) = 1=2. Since the speeds c0;�n are in [0; 2], up to extraction ofsome subsequence, there exists a real c 2 [0; 2] and a nondecreasing functionu in IR solution of u00 � cu0 + u(1 � u) = 0, u(0) = 1=2. It then comes thatu(�1) = 0, u(+1) = 1 and that c is greater than or equal to the minimalspeed corresponding to the nonlinearity u(1� u), namely 2 by (4.9). Finally,we conclude that c0;� ! 2 as � ! 0 (the limit does not depend on the sequence�n ! 0). On the other hand, we have sup[0;1] f 0� = 1 � �. Hence, (4.10) is truewhen � > 0 is small enough. This completes the proof of theorem 1.8.



4.1.3 Existence of solutions with asymptots under a nondegeneracyassumptionThe aim of this section is to prove theorem 1.9, that is to say that if u is solutionof (1.5), (1.6), (1.13), (1.14) in dimension 2 and with an angle � � �=2, thenu is also solution of (1.12). Notice that the speed is necessarily equal toc = c0= sin�. The proof is divided into several lemmas.Lemma 4.5 Let u be a supersolution of (1.5) such that u > 0 in IR2 andde�ne v(y) = inf@C�(y=sin�;�) uThe function v is nondecreasing, lipschitz-continuous and veri�es v00 � c0v0 +f(v) � 0 in IR.Proof. Let us suppose for the time being that the function v is proved to benondecreasing. The functionw(x; y) = inf � inf�2IR u(x+ �; y + � cot�); inf�2IR u(x+ �; y � � cot�)�is then equal to the function v(sin� y + cos� jxj). Since the functions insidethe in�mum are uniformly lipschitz-continuous and supersolutions of (1.5) inIR2, the function w is lipschitz-continuous and satis�es �w� c@yw+ f(w) � 0in IR2 in the distribution sense. This yields that the function v is also lipschitz-continuous and satis�es v00 � c0v0 + f(v) � 0 in IR.To prove that v is nondecreasing, it is enough to prove, because of theinvariance of the problem by translation, that if u � � on @C�(0; �) =@C+(0; ���), then u � � in C+(0; ���), for any �xed but arbitrary � 2 (0; 1).Fix any N 2 IN�, a � 2Nc > 0 and 0 < " < �. Set "1 = qNc2a e�N and"2 = Na and consider the functionz(x; y) = (� � ") cos("1x) 1f"1x2(��2 ;�2 )g (1� e"2y)+In the set fz > 0g, we have:I(z) := �z � c@yz + f(z)� �"21z + (� � ") cos("1x)(�"22 + c"2)e"2y� (� � ") cos("1x) K(y)where K(y) = ["2(c� "2) + "21]e"2y � "21 � Nc2a (eNa y � e�N)



owing to the choice of "1 and "2. Hence, I(z) � 0 in f�a � y � 0g \ fz > 0g.For any t 2 [0; a], the function zt(x; y) = z(x; y+ �2"1 cot��t) satis�es I(zt) � 0in fzt > 0g \ C+(0; � � �). On the other hand, we get by construction:8 t 2 [0; a]; zt � � � " < � � u on @C+(0; � � �) (4.11)We will now apply a sliding method. We �rst observe that z0 = 0 � u inC+(0; � � �). Let us de�ne t� = sup ft 2 [0; a]; zt � u in C+(0; � � �)g. Weimmediately get zt� � u in C+(0; ���). If t� < a, then there are two sequencesa > tn & t� and Pn 2 C+(0; � � �) such that ztn(Pn) > u(Pn). By de�nitionof zt and of z, the points Pn are bounded. Up to extraction of a subsequence,we can assume that Pn ! P1. It then follows that z(P1) = u(P1) > 0,whence t� > 0. By (4.11), the point P1 cannot be on @C+(0; � � �). Hence,from the strong maximum principle and since u is a supersolution of (1.5), itcomes that zt� � u in the connected component 
 of fzt� > 0g\C+(0; ���) =(� �2"1 ; �2"1 )�(�1; t�� �2"1 cot�)\C+(0; ���) containing P1. This is impossiblebecause on @
 � fzt� = 0g [ @C+(0; � � �).This �nally yields that t� = a. This means thatza = (� � ") cos0@s Nc2aeN x1A 1fjxj<�2q 2aeNNc g 0@1� eNa (y+�2q 2aeNNc cot� �a)1A+� u in C+(0; � � �)By successively taking the limits a ! +1, N ! +1 and " ! 0, we �ndu � � in C+(0; � � �). This completes the proof of the lemma.Consider now any � 2 (0; 1). For any reals �1; �2 with j�1j < min(�; �) andj�2j < min(1� �; 1� �), de�ne the functionsf �2(u) = 8>>><>>>: f(u) if u 2]�1; 1� 2j�2j]f(1� 2j�2j)(1 + �2 � u)�2 + 2j�2j if u 2 [1� 2j�2j; 1 + �2]0 if u 2 [1 + �2;+1[These functions are lipschitz-continuous and satisfy (1.3) on [�1; 1+�2]. Hence,there exists a unique pair (c�1;�20 ; u�1;�20 ) 2 IR� C2(IR) solution of8><>: (u�1;�20 )00 � c�1;�20 (u�1;�20 )0 + f �2(u�1;�20 ) = 0 on IRu�1;�20 (�1) = �1; u�1;�20 (+1) = 1 + �2u�1;�20 (0) = � (4.12)Besides, c�1;�20 > 0. These solutions also depend on y0 and � but we do notmention these items in the notations. Since f is C1 in a left neighborhood of1 and f 0(1) < 0, it is easy to check that the functions f �2 are nondecreasingin �2 for j�2j small enough.



Lemma 4.6 There exist two intervals (�r1; r1), (�r2; r2) with r1 < min(�; �),r2 < min(1� �; 1� �) and which do not depend on y0, such that:(i) the function (�1; �2) 7�! c�1;�20 is continuous and increasing in �1 and �2,(ii) for any compact set K in IR, the function (�1; �2) 7�! u�1;�20 is continuousin W 2;p(K) for any 1 < p < +1,(iii) there exists a continuous and decreasing function g, which is a bijectionfrom (�r1; r1) into (�r2; r2) and such that g(0) = 0 and c�1;g(�1)0 = c0.This lemma states natural properties ful�lled by the speeds c�1;�20 and thefunctions u�1;�20 . The proof is straightforward and done in [25], we do not giveit here. In a few words, it is based on results of Berestycki and Nirenberg [10]and on the onedimensional version of theorem 1.4.Let now u be a solution of (1.5) ful�lling (1.6), (1.13) and (1.14). In the newsystem of cartesian coordinates X = sin� x+cos� y, Y = � cos� x+sin� y,the function ~u(X; Y ) = u(x; y) satis�es:�~u� c0@Y ~u� c0 cot�@X ~u+ f(~u) = 0 in IR2and the conical conditions8><>:8� 2 (0; � � �); lim infk�k!1; �2C(�(��2�)+�;���) ~u = 18� 2 (0; �); lim supk�k!1; �2C(��+�;�(��2�)��) ~u = 0 (4.13)where we de�ne C(�; � 0) = f(X; Y ) = �(cos�; sin�); � � 0; � 2 [�; � 0]g.Lemma 4.7 With the notations of lemma 4.6, for any �1 2 (0; r1) and any�2 2 (g(�1); 0), there exists a real t such that~u(X; Y ) � u�1;�20 (Y + t) in the quadrant fY � y sin�; X � y cos�gwhere u�1;�20 is solution of (4.12) with � = �=2.Lemma 4.8 With the notations of lemma 4.6, for any �1 2 (0; r1) and any�2 2 (�r2; g(�1)), there exists a real t such that~u(X; Y ) � u�1;�20 (Y + t) in the cone fY � y sin�; x � 0gwhere u�1;�20 is solution of (4.12) with � = (1 + �)=2.We will only prove lemma 4.7, by comparing ~u with suitable subsolutionsin cones rotating around a �xed point. The proof of lemma 4.8 can be donewith the same kind of arguments, by using this time super-solutions.
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Figure 2: The quadrant QProof of lemma 4.7. By hypothesis, we have ~u � � > 0 on the half-linefY = y sin�; X � y cos�g. Set Y = y sin� andX = y cos�. By a translationof the origin in the direction y, we can always assume that y = Y = X = 0.From the monotonicity lemma 4.5, we have~u � � in the half-plane fY � 0g(and also in fX � Y cot 2�g). We divide the proof of lemma 4.7 into threesteps and use a sliding method by rotation around a �xed point.Step 1: construction of a subsolution in the quadrant Q = fY � 0; X � 0g.Set � = �=2. Let r1 > 0 be given in lemma 4.6. For any �xed 0 < �1 < r1 andg(�1) < �2 < 0 (the function g was de�ned in lemma 4.6), note u1 = u�1;�20 .This function u1 satis�es (4.12).First of all, since ~u(0; Y ) � � if Y � 0, ~u(0; Y ) ! 1 as Y ! +1, andu1(Y ) ! �1 < � (resp. u1(Y ) ! 1 + �1 < 1) as Y ! �1 (resp. Y ! +1),there exists a real t0 > 0 large enough such that u1(Y � t0) < ~u(0; Y ) if Y � 0.For any � > 0 small enough, let us de�ne a family of planar functionsu�(X; Y ) = u1(sin� X + cos � Y � t0)whose level sets are lines parallel to fY = � tan � Xg (see the joint �gure).We have:I(u�) := �u� � c0@Y u� � c0 cot� @Xu� + f(u�)= (c�1;�20 � c0 cos � � c0 cot� sin �)u01 + f(u1)� f �2(u1)



We know that f � f �2 and u01 � 0. Since �2 2 (g(�1); 0), lemma 4.6 yieldsc�1;�20 > c0. Hence, for 0 < � < �0 small enough, we get I(u�) � 0 in IR2.Let us compare u� and ~u on @Q. Since u1 is increasing, for any X � 0,u�(X; 0) = u1(sin � X � t0) � u1(0) = �=2 < ~u(X; 0). Besides, for any Y � 0,u�(0; Y ) = u1(cos � (Y � t0) � u1(Y � t0) < ~u(0; Y ) by our choice of t0.Hence, I(u�) � 0 = I(~u) in Q and u� � ~u on @Q.Step 2: sliding method. We now want to prove, by a sliding method, thatfor any � 2 (0; �0) we have u� � ~u in Q. We �rst slide u� to the right (inX-direction), and de�ne, for any t � 0,u�;t(X; Y ) = u�(X + t; Y ) = u1(sin� (X + t) + cos � Y � t0)Since u1 is increasing, we have u�;t � u� in IR2 for any t � 0.The function ~u satis�es (4.13) and 1 + �2 < 1. Hence, there exists a reala > 0 such that ~u > 1 + �2 in the set Q1 = f(X; Y ) 2 C(�=2; � � �); Y � ag.NowQ can be divided into three regions: Q1, Q2 = C(���; �) and the triangleT = f(X; Y ) 2 C(�=2; � � �); 0 < Y < agIn the closed set Q1, we have ~u(X; Y ) > 1 + �2 � u�;t since u1 � 1 + �2.In Q2, we have u�;t(X; Y ) � u�(X; Y ) � u1(sin� X + cos � Y ) � u1(0) = �=2since sin � X + cos � Y � 0 in Q2. But ~u � � in Q, whence ~u(X; Y ) > u�;tin the closed set Q2 for any t � 0. Lastly, as t ! �1, u�;t goes to �1 < �uniformly in the bounded set T . Then, there exists a real �t1 large enoughsuch that ~u � u�;t1 in T .Let us now slide u�;t1 to the left (in �X-direction), and de�ne t� = supft �0; ~u � u�;t in Qg. Let us assume t� < 0. We have ~u � u�;t� in Q. By thestrong maximum principle, either ~u > u�;t� or ~u � u�;t� in the interior of T .But ~u > u�;t� on the three edges of the triangle T : this is true for the 2 edgeslying on Q1 and Q2 from the arguments above, and it is also true on the edgef(0; Y ); 0 � Y � ag by de�nition of t0 in step 1. Hence, this yields ~u > u�;t�in T , and even, by continuity, ~u > u�;t�+" for some " 2 (0;�t�) small enough.We eventually get ~u > u�;t�+" inQ which is in contradiction with the de�nitionof t�. We therefore conclude that t� = 0 and ~u(X; Y ) � u� in Q.Step 3: conclusion. From step 2, we get~u(X; Y ) � u1(sin� X + cos � Y � t0) in QRemember that t0 was choosen once and for all at the beginning of step 1,and does not depend on �. The passage to the limit � ! 0 gives the result oflemma 4.7 with t = �t0.



Proof of theorem 1.9. Let us �rst notice that similar results as thoseof lemmas 4.7 and 4.8 can be stated in the system of cartesian coordinates~X = � sin� x + cos� y, ~Y = cos� x + sin� y.Since lim infk�k!+1; �2C+(0;���) u(�) = 1 and from the result in lemma 4.7 �and the same one in variables ( ~X; ~Y ) �, we then deduce limy!+1 infC+(y;���) u �1 + g(�1). Since this is true for any �1 2 (0; r1) and g(�1) ! 0 as �1 ! 0, weget the conical condition in (1.12) on upper cones. Similarly, from the resultin lemma 4.8 and the same one in variables ( ~X; ~Y ), we get limy!�1 supC�(y;�) u � �1for any �1 2 (0; r1). Finally, u satis�es both conical conditions in (1.12).4.2 Dimension N � 3: nonexistence of solutions withasymptots if � 6= �=2This section is devoted to the proof of theorem 1.6: in dimension N � 3 andfor any angle � 6= �=2, there is no solution (c; u) of (1.12). From theorem 1.1,there is no solution if � > �=2. From theorem 1.3, if � = �=2, the couple(c0; u0) is the unique solution.Let N � 3 and � < �=2 be �xed and suppose that there is a solution (c; u)of (1.12). Since (c; u) is then also solution of (1.8), (1.9) (strong frameworkwith �(x0) = � cot� jx0j), theorem 1.3 implies that the speed c is equal toc0= sin�.In section 4.1.2, we proved the existence of solutions with asymptots in di-mension 2 by considering a subsolution v(x; y) of the type v(x; y) = u0(sin� (y��(x))) where � was even and given by �(x) = � 1c0 sin� ln cosh(c0 cos� x). Indimension N � 3, considerv(x0; y) = u0(sin� (y � �(r))); r = jx0j (4.14)where � is a given function of class C2 in IR+ such that �(0) = �0(0) = 0. Astraightforward calculation shows that�v � c@yv + f(v)= sin� �c0 sin�(1 + �02(r))� �00(r)� N � 2r �0(r)� c� u00(sin� (y � �(r)))+ h1� sin2 � (1 + �02(r))i f(v) in IRNWe now require that the function v be a subsolution of (1.12). Sincec = c0= sin�, it su�ces that j�0j � cot�, �0(+1) = � cot� and8<: �00 + N � 2r �0 � c0 sin� �02 + c0 cos� cot� = 0 in IR+�(0) = �0(0) = 0 (4.15)



Let us notice that, in the case N = 2, the function�(r) = � 1c0 sin� ln cosh(c0 cos� r)is the unique solution of (4.15) such that � cot� < �0 � 0 in IR+. Besides, itis asymptotic to the line y = ln 2c0 sin� � cot� r as r ! +1 and R+10 j cot� +�0(r)jdr < +1.The situation is very di�erent for the dimensions N � 3. Indeed, we have:Lemma 4.9 For N � 3 and 0 < � < �=2, there exists a solution � of (4.15)in IR+ such that � cot� < �0(r) < 0 for any r > 0, and �00(r) < 0 for anyr � 0. Moreover, � is analytic in r2 and Z +10 j cot� + �0(r)j dr = +1. Inparticular, the function � has no asymptot as r ! +1.Postponing the proof of lemma 4.9, the function v de�ned by (4.14) veri�eslimy!�1 supC�(y;�) v = 0because �(r) � � cot� r for any r � 0. From the comparison principle(theorem 1.4), the set I = ft; 8s � t; ut � vg is not empty. Besides, sincelimt!�1u(0; t) = 0, we have t� = inf I > �1. Then theorem 1.4 also yields that8y0 2 IR; inf@C�(y0;�)(ut� � v) = 0Since �(r)+cot� r ! +1 as r ! +1, we have lim�!+1 supj(x0;y)j��; (x0;y)2@C�(y0;�)v =0 for any y0 2 IR. On the other hand, lim�!+1 infj(x0;y)j��; (x0;y)2@C�(y0;�)ut� � 1=2for y0 large enough by the uniform asymptotic conditions in (1.12). Letus �x y0 (large enough). There is then a point P0 2 @C�(y0; �) such thatut�(P0) = v(P0). The strong maximum principle yields that ut� � v in IRN .This is impossible on @C�(y0; �). Hence, there is no solution (c; u) to (1.12) ifN � 3 and � < �=2.Proof of lemma 4.9. In IRN�1, for any R > 0, let BR be the open ballcentered at the origin and with radius R. Let wR be the unique solution ofthe Dirichlet problem��wR � c20 cos2 � wR = 0; x0 in BRwR = 1 on @BRSince the constants 0 and 1 are respectively strict sub- and supersolutions ofthis problem, we have 0 < wR < 1 in BR. By the device of moving planes,



as Gidas, Ni and Nirenberg did in [19], we can prove that the function wR isradial, wR = wR(r), r = jx0j, and that w0R(r) > 0 for any r > 0.Let us now de�ne the function zR(x0) = wR(r)wR(0) in BR. This functionzR = zR(r) satis�es zR � zR(0) = 1 in BR, z0R(0) = 0 and z0R(r) > 0 forany r > 0. From Harnack inequality, standard elliptic estimates and Sobolevinjections, there exists a radial function z = z(r) de�ned in IRN�1 such thatzR ! z locally in IRN�1. The function z satis�es z � z(0) = 1, z0(0) = 0,z0(r) � 0 in IR+ andz00 + N � 2r z0 � c20 cos2 � z = 0 in IR+De�ne the function �(r) = � 1c0 sin� ln z. Since z satis�es�z�c20 cos2 � z =0 in IRN�1, it is analytic in x0 and radial. Hence, the function � is analytic inr2. Besides, �(0) = �0(0) = 0, �(r) � 0, �0(r) � 0 in IR+ and � satis�es�00 + N � 2r �0 � c0 sin� �02 + c0 cos� cot� = 0 in IR+;that is to say equation (4.15).Let us now prove the other assertions stated in lemma 4.9. Let us supposethat there exists a real r0 such that �00 � 0 in [r0;+1[. By (4.15), thefunction �00 cannot be identically 0 in [r0;+1[ (otherwise, �0 should be anonzero constant, this is impossible because of the term N � 2r �0). Hence,the function �0 has a limit �0(+1) such that �0(r0) < �0(+1) � 0. By(4.15), the function �00 has a limit �00(+1), which turns out to be 0 since�0(+1) exists. Finally, equation (4.15) at +1 gives �0(+1) = � cot�. Since�0(r0) < �0(+1) and �0(0) = 0, there exists then a real r1 > 0 such that�0(r1) < � cot� and �00(r1) = 0. This is in contradiction with equation (4.15)at the point r1. Hence, at this stage, we conclude that for any r0 > 0, thereexists a real r1 � r0 such that �00(r1) < 0.Let us now assume that there exists a real r0 � 0 such that �00(r0) � 0.First of all, from equation (4.15) at the point 0 and since �0(0) = 0, we have�00(0) = � c0 cos2 �(N � 1) sin� < 0. In particular, we have r0 > 0. >From theprevious paragraph, there exists r1 > r0 such that �00(r1) < 0. Hence, thereexists a real r2 > 0 such that �00(r2) � 0 and �000(r2) = 0. On the other hand,we have �000 + N�2r �00 � N�2r2 �0 � 2c0 sin� �0�00 = 0 in (0;+1). At the pointr2, we have �00(r2) � 0 and �0(r2) � 0 (by de�nition of z and �), and both�00(r2) and �0(r2) cannot be 0 by (4.15). Hence, �000(r2) = 0 is impossible. Thisproves that �00 < 0 in IR+, whence � cot� < �0 < 0 in IR+.



Let us now prove that the integral Z +10 (�0+cot�)dr is in�nite. We recallthat �0 + cot� > 0 is IR+ and suppose that Z +10 (�0 + cot�)dr < +1. By(4.15), we get0 = Z +11 ��00 + N � 2r �0 � c0 sin� �02 + c0 cos� cot�� dr= �Z +11 � �00 + N � 2r (�0 + cot�)� N � 2r cot��c0 sin� (�0 + cot�)2 + 2c0 cos� (�0 + cot�)] drIn the right hand side, all the integrals converge but Z +11 N � 2r cot� dr. Thisgives a contradiction and �nally proves that the integral Z +10 (�0+ cot�)dr isin�nite.5 Appendix: comparison principles in IRNThis section is devoted to the proof theorems 1.4 and 1.5. With the notationsand assumptions of theorem 1.4, let us de�ne the elliptic operator L(x0) =aij(x0)@ij + bi(x0)@i. We are given a function � : IRN�1 �! IR, uniformlycontinuous in IRN�1 and we recall that8><>: 
+(y0) = fy > y0 + �(x0); x0 2 IRN�1g
�(y0) = fy < y0 + �(x0); x0 2 IRN�1g�(y0) = fy = y0 + �(x0); x0 2 IRN�1gFor any t 2 IR, we use the notation wt(x0; y) = w(x0; y + t) and w+1(x0) :=lim supy!+1 w(x0; y), w�1(x0) := lim infy!�1 w(x0; y) for x0 2 IRN�1.Consider �rst two lipschitz-continuous functions, u and u, respectively sub-and supersolutions of (1.10), but only in a subset 
 � IRN : L(x0)u+f(x0; u) �0 in 
, and L(x0)u+ f(x0; u) � 0 in 
. We assume that a � u � b, a � u � bin 
.Lemma 5.1 Let 
 = 
�(y1) for some y1 2 IR and assume that8<: u � a0 in 
�(y1) and limy!�1 sup
�(y) u = a;u � u on �(y1) (5.1)Let I1 = ft 2 IR�; 8s 2 [t; 0]; us � u on �(y1)g. We have 0 2 I1 and 8t 2I1; ut � u in 
�(y1). Let t� = inf I1. It is the case that ut� � u in 
�(y1).Furthermore, if t� 6= �1, then inf�(y1)(ut� � u) = 0.



Lemma 5.2 Let 
 = 
+(y2) for some y2 2 IR and assume that8<: u � b0 in 
+(y2) and limy!+1 inf
+(y) u = b;u � u on �(y2) (5.2)Let I2 = ft 2 IR+; 8s 2 [0; t]; u � us on �(y2)g. We have 0 2 I2 and 8t 2I2; u � ut in 
+(y2). Let t� = sup I2. It is the case that u � ut� in 
+(y2).Furthermore, if t� 6= +1, then inf�(y2)(u� ut�) = 0.Proof. We only prove lemma 5.2 (lemma 5.1 is equivalent to it by changingy in �y). We will use an argument developped by Vega [34].Let I2 be de�ned as in lemma 5.2. By (5.2), we have 0 2 I2. Consider nowany t 2 I2. We want to prove that u � ut in 
 = 
+(y2). During the proof ofthis lemma, we use the notations u" = u+ "for any " > 0. Let us set"� = inff" > 0; u" � ut in 
+(y2)gWe have "� < +1 because u"=b�a � ut. Furthermore, u"� � ut in 
+(y2).Let us suppose that "� > 0. We can then �nd a sequence "k % "� andpoints (x0k; yk) 2 
+(y2) such thatu"k(x0k; yk) = u(x0k; yk) + "k < ut(x0k; yk) (5.3)Hence u(x0k; yk) < b � "k. Since "k ! "� > 0 and by (5.2), there exists a realy02 > y2 such that, for k large enough, (x0k; yk) 2 
+(y2)n
+(y02), that is to sayy2 + �(x0k) < yk � y02 + �(x0k) (5.4)Let 
0 = 
+(y2)n
+(y02 + 1). We now move the origin to (x0k; yk) and considerthe limit problem as k ! +1. To do this, we de�ne the sets 
k = 
0�(x0k; yk).We also de�ne uk(x0; y) = u(x0k + x0; yk + y), uk(x0; y) = u(x0k + x0; yk + y),Lk(x0) = L(x0k + x0), fk(x0; �) = f(x0k + x0; �) and �k(x0) = �(x0k + x0).Remember that we haveL(x0)u+ f(x0; u) � 0 in 
0On the other hand, u"k = u+ "k � u � b0 in 
+(y2). Since f is nonincreasingin u over [b0;+1[, we get f(x0; u) � f(x0; u"k) in 
+(y2) and consequently:Lk(x0)(uk + "k) + fk(x0; uk + "k) � 0 in 
k



where 
k = 
0� (x0k; yk) = f(x0; y); y2+�(x0k+x0)� yk < y < y02+1+�(x0k+x0)� ykg.For any compact set K in IRN�1 containing 0, by (5.4) and the uniformcontinuity of � in IRN�1, the functions x0 7! �(x0k + x0) � yk are boundedand uniformly continuous in the compact set K. By Ascoli's theorem we canthen assume that, up to extraction of some subsequence, �(x0k + x0) � yk !�1(x0) uniformly in the compact subsets of IRN�1; the function �1 is uniformlycontinuous in IRN�1.Similarly, we can assume that uk and uk converge to two lipschitz-continuousfunctions u1 and u1 locally in the set
1 = fy2 + �1(x0) < y < y02 + 1 + �1(x0)gBoth these functions u1 and u1 can be lipschitz-continuously extended in 
1.We can also assume that Lk(x0)(uk + "k) ! L1(x0)(u1 + "�), Lk(x0)(utk) !L1(x0)(ut1) in the distribution sense in 
1. The limit operator L1 can bewritten as L1(x0) = aij;1(x0)@ij+bi;1(x0)@i where aij;1 and bi;1 have the sameregularity as aij and bi in IRN�1. In the same way, the functions fk(x0; uk+"k)and fk(x0; ut) converge locally in 
1 to two uniformly continuous functionsf1(x0; y) and f1(x0; y). These functions can be extended in 
1 and satisfyjf1 � f1j � Cju1 + "� � ut1j in 
1 (5.5)where the constant C > 0 is de�ned in theorem 1.4.By summarizing all the previous facts, we get that8><>: L1(x0)(u1 + "�) + f1(x0; y) � 0 in 
1L1(x0)ut1 + f(x0; y) � 0 in 
1u1 + "� � ut1 in 
1Moreover we have 0 2 
1. By (5.3), we have that uk(0; 0) + "k � utk(0; 0),and passing to the limit k ! +1, we get that u1(0; 0) + "� � ut1(0; 0).On the other hand, since u + "� � ut in IRN , it immediately comes thatu1 + "� � ut1 in IRN . Finally, u1(0; 0) + "� = ut1(0; 0). Besides, we observethat u1 + "� � ut1 + "� > ut1 on �1(y2) = fy = y2 + �1(x0)g and that0 � y02+�1(0) by passage to the limit in (5.4). Hence, the point (0; 0) cannotbe on the bottom or on the top boundary of 
1, that is to say that (0; 0) 2 
1.The function z = u1 + "� � ut1 veri�es( L1(x0)z + d1(x0; y)z � 0 in 
1z � 0 in 
1; z(0; 0) = 0; (0; 0) 2 
1where d1(x0; y) = f1(x0;y)�f1(x0;y)z(x0;y) is a bounded function by (5.5). The strongmaximum principle implies z � 0 in 
1. This is in contradiction with the factthat z � "� > 0 on �1(y2).



This �nally shows that "� = 0, that is to say:8t 2 I2; u � ut in 
+(y2)De�ne now t� = sup I2. We have u � ut� in 
+(y2) and especially on �(y2).Let us consider the case t� < +1 and assume that u� ut� � m > 0 on �(y2)for some m > 0. Since u is lipschitz-continuous, there exists �0 > 0 such thatu � ut�+� � m=2 > 0 on �(y2) for any � 2 [0; �0]. This would be in contra-diction with the de�nition of t�. Thus, inf�(y2) (u� ut�) = 0. This completes theproof of lemma 5.2.Proof of theorem 1.4. Under the assumptions of theorem 1.4, there existy1 � y2 2 IR such that u � b0 in 
+(y2)u � a0 in 
�(y1)Let t0 = y2 � y1. For any t � t0, we have ut � b0 > a0 � u on �(y1). Fromlemmas 5.1 and 5.2 we get that8t � t0; ut � u in IRNDe�ne t� = infft 2 IR; ut � u in IRNg. It comes that ut� � u in IRN . Letus consider the case t� 6= �1 and suppose that9y0 2 IR; inf�(y0)(ut� � u) � � > 0 (5.6)On the other hand, there exist y�1 < y0 < y�2 such that( ut� � (b + b0)=2 in 
+(y�2)u � a0 in 
�(y�1)If m := inf
�(y�2)n
�(y�1 )(ut� � u) = 0, then there exists a sequence (x0k; yk)in 
�(y�2)n
�(y�1) such that ut�(x0k; yk) � u(x0k; yk) ! 0. With the samenotations and arguments as in the proof of lemma 5.2, up to extraction ofsome subsequence, the functions �(xk + x0) � yk converge to some uniformlycontinuous function �1(x0) in the compact subsets of IRN�1. Similarly, thefunctions zk(x0; y) = ut�(x0k+x0; yk+y)�u(x0k+x0; yk+y) converge to a functionz1 � 0, locally in IRN . On the one hand, we have z1(0; 0) = 0 and concludethat z � 0 in IRN . On the other hand, by (5.6), we have zk(0; �(x0k)+y0�yk) �� > 0; by passage to the limit, it comes that z1(0; �1(0) + y0) � �. This isimpossible.Consequently m > 0, that is to say:inf
�(y�2)n
�(y�1 ) (ut� � u) > 0



Since both u and u are lipschitz-continuous, this property is still true witht� � � instead of t� for any � 2 [0; �0], �0 > 0 small enough. From our choiceof y�2, we can also choose �0 in such a way that ut��� � b0 in 
+(y�2) for any� 2 [0; �0]. From lemmas 5.1 and 5.2, we deduce that ut��� � u � 0 in IRN forany � 2 [0; �0]. This contradicts the de�nition of t�.Finally, this proves that if t� > �1, then:8y 2 IR; inf�(y) (ut� � u) = 0Proof of theorem 1.5. This theorem asserts that every solution u of (1.10),(1.11) is increasing in y. We are very grateful to H. Berestycki for a simpleversion of its proof.Let u be a solution of (1.10), (1.11). By standard elliptic estimates, thisfunction is class C1 in IRN . Take u = u = u. By theorem 1.4, the setI = ft 2 IR+; 8s � t; us � u in IRNg is not empty. Set t� = inf I andsuppose that t� > 0.Fix a real y0 2 IR. By theorem 1.4, inf�(y0)(ut� �u) = 0. There exists thena sequence (x0k; yk) 2 �(y0) such that ut�(x0k; yk) � u(x0k; yk) < 0. As in theproof of theorem 1.4, the functions �(x0k + x0)� yk and uk = u(x0k + x0; yk + y)go respectively to �1(x0) and u1(x0; y) locally in IRN�1 and IRN . We haveut�1 � u1 in IRN and ut�1(0; 0) = u1(0; 0). We conclude similarly that ut�1 �u1 in IRN .For any y1 2 IR, set 
+1(y1) = fy > y1 + �1(x0)g, 
�1(y1) = fy < y1 +�1(x0)g and �1(y1) = fy = y1+�1(x0)g. By de�nition, we have (0; 0) 2 �(y0)and, from the uniform limits (1.11), it also comes thatlimy!+1 inf
+1(y) u1 = blimy!�1 sup
�1(y) u1 = aThis is in contradiction with the t�-periodicity of u1 in the direction (0; � � � ; 0; 1).This yields that t� = 0. For any t > 0, we have ut � u in IRN . With the strongmaximum principle, we conclude as above that ut > u in IRN . In other words,u is increasing in y.In [25], with similar arguments, the following Liouville theorem is proved:Theorem 5.3 ([25]) Under the assumptions of theorem 1.4, but without anyreference to a function �, if u is a lipschitz-continuous function solution of(1.10) such that a � u � b and if f(x0; u) is nondecreasing in u 2 [a; b] forany x0 2 IRN�1, then u � u(x0).Remark 5.4 Theorems 1.4, 1.5, 5.3 also work in in�nite straight cylinders� = ! � IR, where ! is a smooth bounded or unbounded subset of IRN�1, withNeumann or Dirichlet type conditions on @� (see [25] for more details).
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