
Path properties of superprocesseswith a general branching mechanismJean-Fran�cois DELMAS �November 11, 1997AbstractWe �rst consider a super Brownian motion X with a general branching mechanism.Using the Brownian snake representation with subordination, we get the Hausdor� di-mension of supp Xt, the topological support of Xt, and more generally the Hausdor�dimension of [t2Bsupp Xt. We also provide estimations on the hitting probability ofsmall balls for those random measures. We then deduce that the support is totally dis-connected in high dimension. Eventually, considering a super �-stable process with ageneral branching mechanism, we prove that in low dimension, this random measure isabsolutely continuous with respect to the Lebesgue measure.Mathematics Subject Classi�cation 1991: 60G57, 60J25, 60J55, 60J80.KEY WORDS: Superprocesses, Measure valued processes, Brownian snake, Exit measure,Hitting probabilities, Hausdor� dimension, Subordinator.1 IntroductionSuperprocesses (Xt; t � 0) are measure valued branching processes whose distribution canbe characterized by a pair (;	), where  is the underlying Markov process, playing therole of the spatial motion and 	 is the branching mechanism function. We refer to Dynkin[10, 11] for basic facts about superprocesses and their construction as limits of branchingparticle systems. Some recent studies on super-Brownian motion (corresponding to the casewhen  is a Brownian motion in Rd and 	(�) = �2) give the exact Hausdor� measure of itssupport supp Xt, at �xed time t > 0, see Perkins [20, 21], Dawson, Iscoe, and Perkins [8],Tribe [25], see also Dawson [7], theorem 9.3.3.5 for the Hausdor� dimension of supp Xt with	(�) = �1+�, � 2 (0; 1). The proof relies on approximation of super-Brownian motion bybranching particle systems. Another way to study this superprocess is to use the Browniansnake introduced by Le Gall [17, 18] which is a path valued Markov process. In [3], Bertoin,Le Gall and Le Jan succeeded through a subordination method to use the Brownian snaketo represent superprocesses with a rather general branching mechanism. Their constructionapplies in particular to the stable case 	(�) = �1+� for � 2 (0; 1]. In the present paper,�ENPC-CERMICS, 6 et 8, avenue Blaise Pascal, Cit�e Descartes, Champs-sur-Marne, 77455 MarneLa Vall�ee, France. 1



we shall use this path representation to derive some properties of the (;	) superprocesswhen  is a Brownian motion in Rd and 	 is of the type considered in [3]. In particular wegive the Hausdor� dimension of the closure of St2B supp Xt, when B is a closed subset of(0;1) (theorem 2.1). We also provide su�cient conditions for the a.s. absolute continuityof the measure Xt (theorem 2.5), thus extending to a general branching mechanism a well-known result for super-Brownian motion (see Dawson [7]). The result can be generalized to�-stable superprocesses, extending results of Fleischmann [15] and of Dawson [7]. We thenuse exit measures to give precise lower and upper bounds for hitting probabilities of smallballs (theorem 2.3). As an application, we can prove that if the dimension is large enough,the support of Xt is totally disconnected (theorem 2.4). This extends a result of Tribe [26]concerning super-Brownian motion.Let us now describe more precisely the contents of the following sections. In section2, we recall the de�nition of Hausdor� dimension and upper box-counting dimension. Weintroduce the special type of branching mechanism function 	 that we will consider. Werecall the de�nition of the (;	) superprocess X, where  is a Brownian motion in Rd . TheLaplace transform of X is related to the solution of an integral equation (1). We then statethe main results of this paper. In particular, theorem 2.1 provides upper and lower boundson the Hausdor� dimension of the closure of St2B supp Xt. Under suitable assumptions, thelower and upper bounds coincide and we get the exact value of the dimension.With the branching mechanism 	, we can associate a subordinator S that plays a keyrole in the subordination method. Section 3 is devoted to some preliminary results on thissubordinator. We give short proofs for the reader's convenience.In section 4, we �rst recall the subordination method of [3] based on the Brownian snake.Precisely, we consider the path-valued process of [17] when the underlying (Markov) spatialmotion is a triple (�t; Lt;�t) whose law can be described as follows. First � is the residuallifetime process associated with S: �t = inf fSr � t; r � 0; Sr > tg. Second Lt is the right-continuous inverse of S (equivalently it is the local time at 0 of �). Finally �t = Lt , where is a Brownian motion in Rd independent of S. Using the Brownian snake with spatial motion(�; L;�), we can give an explicit formula for the (;	)-superprocess. This formula is crucialfor our investigation of path properties.In section 5, we prove theorem 2.1. The proof of the lower bound on the Hausdor�dimension uses a \Palm measure formula" for the exit measure associated to the Browniansnake (proposition 4.2), classical results from Falconer [13] and technical results that arederived in the appendix. The upper bound is a bit more complex, and really relies on thepath properties of the Brownian snake and its transition kernel. At this point, the Browniansnake approach is used in its full strength.Section 6 is devoted to our bounds on hitting probabilities of small balls and the resultabout connected components of the support of super-Brownian motion. Lower bounds onhitting probabilities are quite easy to prove from the integral equation (1). The upper boundsuse the special Markov property of the Brownian snake and the connection between exitmeasures and solutions of nonlinear partial di�erential equations (see Dynkin [11, 12], seealso Le Gall [18] for the snake approach). The proof of the theorem on connected componentsthen follows from a technique of Perkins (see [22] p.1041).Finally in section 7, we discuss the absolute continuity of the measure R �(ds) Xs. Assumethat RR �(ds)�(dt) js� tj�q < 1, where q 2 [0; 1). Then we prove that in the �-stablebranching case (	(�) = �1+�), R �(ds) Xs is absolutely continuous if d < 2(q + 1=�). If2



the underlying Brownian motion is replaced by an �-stable symmetric L�evy process in Rd ,� 2 (0; 2), then the measure R �(ds) Xs is absolutely continuous if d < �(q + 1=�).2 Notation and resultsFirst we introduce some notation. We denote by (Mf ;Mf ) the space of all �nite nonnegativemeasures on Rd , endowed with the topology of weak convergence. We denote by B(Rp) theset of all measurable functions de�ned on Rp taking values in R. With a slight abuse ofnotation, we also denote by B(Rp) the Borel �-�eld on Rp . For every measure � 2 Mf , andevery nonnegative function f 2 B(Rd ), we shall use both notations R f(y)�(dy) = (�; f). Wealso write �(A) = (�;1A) for A 2 B(Rd). For A 2 B(Rp), let Cl(A) be the closure of A.We recall briey the de�nition of Hausdor� dimension and upper box-counting dimension (cf[13]). Let A 2 B(Rp) bounded. Let C"(A) denote the set of all coverings C = fBi; i 2 Ig ofA with balls Bi of radius jBij � ". Then for every r > 0, we considerHr" (A) = infC2C"(A)Xi2I jBijr :Clearly Hr" (A) increases to Hr(A) 2 [0;1], as " decreases to 0+. The mapping r 7! Hr(A)is decreasing. Moreover we see that if Hr(A) <1, then Hr0(A) = 0 for every r0 > r; and ifHr(A) > 0, then Hr0(A) =1 for every r0 < r. The critical valuedimA = sup fr > 0;Hr(A) =1g = inf fr > 0;Hr(A) = 0g ;with the convention sup ; = 0, is called the Hausdor� dimension of A. Then consider N"(A)the minimal number of balls of radius " necessary to cover A. De�ne the upper box-countingdimension of A by dimA = lim sup"!0+ logN"(A)log 1=" :Plainly we have dimA � dimA.We consider the increasing function 	 de�ned on R+ by	(�) = 2b�2 + Z(0;1) 2h�21 + 2h��(dh);where b � 0 and � is a Radon measure on (0;1) such that R(0;1) (1 ^ h) �(dh) < 1. Toavoid trivial cases, we assume either b > 0 or �((0;1)) = 1. Note that 	(�) � c� for� 2 [0; 1]. The function 	 can be expressed in the usual form for branching mechanismfunctions: 	(�) = 2b�2 + Z(0;1)�0(du) he�u��1 + u�i ;where �0(du) = hR(0;1)�(dh) e�u=2h(4h2)�1i du satis�es R(0;1)(u ^ u2)�0(du) < 1. Noticethat if we take b = 0 and �(dh) = c0h�1��dh then we get the stable case 	(�) = c�1+�.Let  be a Brownian motion in Rd , and (Ps; s � 0) its transition kernel.3



We then consider X := �(Xt; t � 0); �PX� ; � 2Mf�� the canonical realization of the (;	)-superprocess de�ned on D := D ([0;1);Mf ), the set of all c�adl�ag functions de�ned on [0;1)with values in Mf . We refer to [9, 10, 12, 14] for its construction and general properties.We recall that the superprocess X is a c�adl�ag strong Markov process with values in Mfcharacterized by X0 = � PX� -a.s. and for every nonnegative bounded function f 2 B(Rd),t � s � 0, EX� he�(Xt;f) j �(Xu; 0 � u � s)i = e�(Xs;v(t�s;�));where v is the unique nonnegative measurable solution of the integral equationv(t; x) + Z t0 ds Pt�s[	(v(s; �))](x) = Ptf(x); t � 0; x 2 Rd : (1)We de�ne the constants � and � by:� = �1 + lim inf�!1 log 	(�)log � ; and � = �1 + lim sup�!1 log	(�)log � :Since R(0;1)(1 ^ h)�(dh) < 1, we easily get 0 � � � � � 1. From the de�nition of �, �, forevery � 2 (0; 1), there exists �� 2 (0;1) such that for every � > ���1+��� � 	(�) � �1+�+�: (2)We will consider the following two assumptions:(H1): We have 0 < �.(H2): The function 	 is regularly varying at 1 with index 1 + � where � 2 (0; 1], that is tosay: lim�!1 	(t�)	(�) = t1+� for every t > 0:Notice that (H2) implies (H1) and � = � = �. The stable case 	(�) = c�1+� satis�es (H2).We can now give our �rst result about the Hausdor� dimension of the topological supportof the measure Xt. Let supp � denote the topological support of a measure � 2 Mf . Set�X = inf fs > 0;Xs = 0g.Theorem 2.1. Assume (H1). Then for every � 2 Mf , for every nonempty compact setB � (0;1), we have PX� -a.s. on fB � (0; �X)g,�2� + 2dimB� ^ d � dimCl [t2B supp Xt! � �2� + 2dimB� ^ d:Moreover, if (H2) holds, then PX� -a.s. on fB � (0; �X)g,dimCl [t2B supp Xt! = �2� + 2dimB� ^ d:4



Let R = S">0 Cl �St�" supp Xt� be the range of the superprocess X. We deduce thenCorollary 2.2. Assume (H1). Then a.s. we have�2� + 2� ^ d � dimR � �2� + 2� ^ d:Moreover, if (H2) holds, then a.s. we havedimR = �2� + 2� ^ d:In the special case 	(�) = �2, Tribe [25] (theorem 2.13) proved a stronger form of theorem2.1. Precisely, Tribe showed that the last assertion of the theorem holds simultaneously for allsets B outside a set of zero probability. Our next result is about the hitting probabilities ofsmall balls. We denote by B"(0) the ball centered at 0 with radius ", and by p the Browniantransition density on Rdp(t; x) = 1(2�t)d=2 exp�jxj22t ; (t; x) 2 (0;1) � Rd :We say a positive function l, de�ned on (0;1) is slowly varying at 0+, if for every t > 0,lim�#0 l(�t)=l(�) = 1. Let �x be the Dirac mass at point x 2 Rd .Theorem 2.3. Assume (H2) and �d > 2. There exists a positive function l1, which is slowlyvarying at 0+, such that for every t > 0, " > 0:PX�x [Xt(B"(0)) > 0] � t�d=2"d�2=�l1(pt ^ "):Moreover if lim sup�!0+ ��1��	(�) < 1, then for every M > 0, there exists a positiveincreasing function l2, which is slowly varying at 0+, such that for every Mpt > " > 0, wehave PX�x [Xt(B"(0)) > 0] � 12 ^ �"d�2=�p� �t1 + �; x� l2(")� :Our next result is about the connected components of Xt.Theorem 2.4. Assume (H2) and d > 4=�. Let � 2Mf , t > 0. Then PX� -a.s. the support ofXt is totally disconnected.The last result deals with the absolute continuity of superprocesses in the case where theunderlying process is not only a Brownian motion but also a symmetric �-stable process. We�rst introduce the �-stable superprocess.Let � be a symmetric �-stable process on Rd of index � 2 (0; 2) started at x under Px.For every y 2 Rd , for every t � 0, we haveEx e�ihy;�t �xi = e�t Rjzj=1 jhy;zij� �(dz)5



where h:; :i denotes the usual scalar product on Rd and � is a �nite symmetric measure onthe sphere �z 2 Rd ; jzj = 1	. In order to avoid degenerate cases we assume thatinfjyj=1Zjzj=1 jhy; zij� �(dz) > 0:In particular the transition density is continuous on (0;1)�Rd (see [16] theorem 10.1). For� = 2 we consider 2 = , the Brownian motion in Rd started at x under Px. We considerX� = (X�t ; t � 0) the canonical realization of the (�;	)-superprocess de�ned on D . Werefer again to [9, 10, 12, 14] for its construction and general properties.Theorem 2.5. Assume (H1). Let � 2 (0; 2]. Let � be a �nite positive measure with supportin (0;1) and q 2 [0; 1) such thatZZ �(dt)�(ds) jt� sj�q <1:If �� + �q > d, then for every � 2 Mf , PX� -a.s. R �(dt)X�t is absolutely continuous withrespect to Lebesgue measure.As a particular case, taking � = �t for t > 0, and q = 0, we get that if �=� > d, then fort > 0, PX� -a.s. X�t is absolutely continuous with respect to Lebesgue measure.Hypothesis (H1) will be in force from now on.3 Preliminary estimatesNotice that the function de�ned on R+ by �(�) = b�+R10 [1� exp(��h)] �(dh) is the Laplaceexponent of a subordinator. By comparing the functions 2u=(1 + 2u) and 1� exp (�u), it iseasy to obtain the following bounds:23��(�) � 	(�) � 2��(�); � � 0: (3)The constants � and � thus correspond to the lower index and upper index of the subordinatorassociated to � (cf [6]). We give an elementary result about �.Lemma 3.1. If (H2) is satis�ed and if � < 1, then the function � is regularly varying at 1with index �.We shall need the usual notation ��(h) = � ([h;1))Proof. Assume (H2) and � < 1. The latter condition implies b = 0. Fubini's theorem gives	(�) = Z 10 2�2 (1 + 2�h)�2 ��(h)dh = 2�2 Z 10 (h+ 2�)�2 ��(1=h)dh:Thanks to theorems 1.7.4 and 1.7.2 of [4], we deduce that the function �� is regularly varyingwith index �� at 0+. Then theorem 1.7.1' of [4] implies that the function � is regularlyvarying with index � at 1. �We now give some simple results about the subordinator with Laplace exponent �. Werefer to [2] for de�nitions and properties of subordinators. Let S = (St; t � 0) be a subordi-nator with Laplace exponent �. We denote by L = (Lt; t � 0) the right continuous inverse ofS, that is Lt = inf fu � 0;Su > tg. 6



Lemma 3.2. 1. For every � > 0, there exists h� > 0 such that for every h 2 [0; h� ],ELh � h���:Furthermore there exists a constant C�, such that for every h � 0, ELh � C�(h_h���).2. The process L is locally H�older with exponent �, for every � 2 [0; �).3. For every � 2 [0; 1=�), s > 0, a.s. there exists " 2 (0; s), depending on (St; 0 � t < s)and �, such that for every u 2 [s� "; s), we haveSs� � Su � (s� u)�:4. For every � > 0, there exists a sequence (Rn; n � 1) of positive real numbers, decreasingto zero, such that for every M 2 (0;1), we havelimn!1P �infi�nR��(1+�)i LRi > M� = 1:5. If (H2) holds, then for every (�;M) 2 (0;1)2, we havelimr!0P � infh2(0;r]h��(1+�)Lh > M� = 1:Proof. 1. Using the links between S and L, we have for � > 0,�(�)�1 = Z 10 dt E e��St = E Z 10 dLh e��h = �Z 10 dh e��h E [Lh ]� �Z 2=�1=� dh e�2 E [L1=� ] = e�2 E [L1=� ]:The �rst part of the lemma follows from (2) and (3). The second one is then trivial.2. The variable Lt+h � Lt is bounded from above in distribution by Lh. By a standardargument for additive functionals, we have also E [(Lh)p] � p! (E [Lh])p. Thus for every t � 0,� > 0, if h� is de�ned as in 1., and h 2 [0; h� ], we haveE [(Lt+h � Lt)p] � E [(Lh)p] � p! (E [Lh])p � p!hp(���):From the classical Kolmogorov lemma, we obtain that L is locally H�older with exponent �,for any � 2 [0; �).3. Let s > 0. The two processes (Ss� � Su; 0 � u < s) and �S(s�u)�; 0 � u < s� have thesame law. So it is su�cient to prove the analogous result for Vu = S(s�u)�.- If � = 1, the result is a consequence of proposition 8 p.84 of [2].- If � < 1, then b = 0, and we have	(�) � �Z 11=� 2h�(1 + 2h�)�1�(dh) � 23���(1=�):7



Then the upper bound (2) implies that the integral R0+ ��(t�)dt is convergent for every � 2(0; 1=�). Thanks to theorem 9 p.85 of [2], we have for every � 2 (1; 1=�) a.s.limu!s; u<sVu=(s� u)� = 0:The desired result follows.4. Fix � 2 (0;1). Note that (2) and (3) imply lim inf�!1 ���(1+�=2)�(�) = 0. We can�nd a sequence (Rn; n � 1) of positive reals decreasing to zero such thatfor every n � 1; �(1=Rn) � R��(1+�=2)n and Xn�1R�=2n <1:In order to bound for every M 2 (0;1),P hLRn < MR�(1+�)n i = P hR�1n SMR�(1+�)n > 1i ;we consider the Laplace transform of S:E exp h�R�1n SMR�(1+�)n i = exp h�MR�(1+�)n �(1=Rn)i � exp h�MR��=2n i:An easy calculation shows thatP hR�1n SMR�(1+�)n > 1i � (1� 1= e)�1 h1� E exp h�R�1n SMR�(1+�)n ii � (1� 1= e)�1MR��=2n :Since the series Pn�1R��=2n converges, we getXn�1P hLRn < MR�(1+�)n i <1:The desired result then follows from the Borel-Cantelli lemma.5. If (H2) holds, we have � = �, and we deduce from the proof of 3., that for every m > 0,limr!0P" supu2(0;r]u�1=�(1+�)Su < m# = 1:The desired result follows since L is the inverse of S.4 The subordination approach to superprocesses4.1 The Brownian snakeOur main goal in this section is to explain how superprocesses with a general branchingmechanism can be constructed using the Brownian snake and a subordination method takenfrom [3]. We start from a subordinator S = (St; t � 0) as in section 3. We denote by � theassociated residual lifetime process de�ned by �t = inf fSs � t;Ss > tg, and by L the rightcontinuous inverse of S, Lt = inf fs;Ss > tg. We also consider an independent Brownian mo-tion in Rd denoted by  = (t; t � 0). We shall be interested in the process ��t = (�t; Lt; Lt),8



which is a Markov process with values in E = R+ � R+ � Rd . Let �Pz be the law of �� startedat z 2 E. For simplicity we write �t = Lt , and �Px = �Pz when z = (0; 0; x).We then introduce the Brownian snake with spatial motion �� (cf [17], our constructionis slightly di�erent here because the �rst coordinate of �� is not a continuous process). TheBrownian snake is a Markov process taking values in the set of all killed paths in E. Byde�nition a killed path in E is a c�adl�ag mapping w : [0; �) ! E where � = �w > 0 is calledthe lifetime of the path. By convention we also agree that every point z 2 E is a killed pathwith lifetime 0. The setW of all killed paths is a Polish space when equipped with the metricd(w;w0) := ��� � � 0��+ ��w(0) �w0(0)��+Z �^�00 �du �w�u; w0�u� ^ 1� du;where w�u denotes the restriction of w to [0; u], and du is the Skorokhod distance on thespace of all c�adl�ag functions from [0; u] into E.Let us �x z 2 E and denote by Wz the subset of W of all killed paths with initial pointw(0) = z (in particular z 2 Wz). Let w 2 Wz with lifetime � > 0. If 0 � a < �, and b � a,we let Qa;b(w; dw0) be the unique probability measure on Wz such that:- � 0 = b, Qa;b(w; dw0)-a.s.,- w0(t) = w(t), 8t 2 [0; a], Qa;b(w; dw0)-a.s.,- the law under Qa;b(w; dw0) of (w0(a + t); 0 � t < b� a) is the law of (��; 0 � t < b � a)under �Pw(a).By convention we set Q0;b(z; dw0) for the law of (��; 0 � t < b) under �Pz.Denote by ��s(dadb) the joint distribution of (inf[0;s]Br; Bs) where B is a one dimensionalreecting Brownian motion in R+ with initial value B0 = � � 0.��s(dadb) = 2(� + b� 2a)p2�s3 exp��(� + b� 2a)22s �1f0<a<�^bgdadb+r 2�s exp��(� + b)22s �1f0<bg�0(da)db:We recall proposition 5 of [3].Proposition 4.1. There exists a continuous strong Markov process in Wz, denoted by W =(Ws; s � 0), whose transition kernels are given by the formulaQs(w; dw0) = Z[0;1)2 ��s(dadb)Qa;b(w; dw0):If �s denotes the lifetime of Ws, the process (�s; s � 0) is a reecting Brownian motion inR+ .Intuitively the path Ws is erased from its tip when the lifetime �s decreases, and it isextended, independently of the past, when �s increases, according to the law of the underlyingspatial motion ��. It is easy to check that a.s. for every s < s0, the two killed pathsWs andWs09



coincide for t < m(s; s0) := infr2[s;s0] �r. They also coincide at t = m(s; s0) ifm(s; s0) < �s^�s0 .In the sequel, we shall refer to this property as the \snake property" of W .Denote by Ew the probability measure under which W starts at w, and by E�w the proba-bility under which W starts at w and is killed when � reaches zero.Here thanks to the properties of the process �� (and in particular assumption (H1)), wecan get stronger continuity properties for the processW . First introduce an obvious notationfor the coordinates of a path w 2 W:w(t) = (�t(w); Lt(w);�t(w)) for 0 � t < �w:We also set ŵ = limt"�w �t(w) if the limit exists, ŵ = @ otherwise, where @ is a cemeterypoint added to Rd . Fix w0 2 Wz, such that the functions t 7! Lt(w0) and t 7! �t(w0)are continuous on [0; �w0) and have a continuous extension on [0; �w0 ]. By using the H�olderproperties of the processes L (cf lemma 3.2) and � one can prove that Ew0 -a.s. for everys � 0, the functions t 7! Lt(Ws) and t 7! �t(Ws) which are a priori de�ned on [0; �s) arecontinuous and have a continuous extension to [0; �s] (cf lemma 10 and its proof in [3], seealso the proof of lemma 5.3 below). Furthermore the mappings s 7! (Lt^�s(Ws); t � 0) ands 7! (�t^�s(Ws); t � 0) are continuous with respect to the uniform topology. The processesL�s(Ws) and Ŵs are continuous Ew0-a.s.It is clear that the trivial path z 2 Wz is a regular recurrent point for W . We denoteby Nz the associated excursion measure (see [5]). The law under Nz of (�s; s � 0) is the Itômeasure of positive excursions of linear Brownian motion. We assume that Nz is normalizedso that Nz �sups�0 �s > "� = 12" :We also set � = inf fs > 0; �s = 0g, which represents the duration of the excursion. Then forany nonnegative measurable function G on Wz, we have:Nz Z �0 G(Ws) ds = Z 10 ds �E z �G ����t; 0 � t < s��� : (4)For simplicity we write Nx = Nz when z = (0; 0; x). The continuity properties mentionedabove under Ew0 also hold under Nz . In particular the two processes (L�s(Ws); s � 0) and�Ŵs; s � 0� are well de�ned and continuous under Nz .Remark. We set G := n�L�s(Ws); Ŵs� ; s � 0o. Since L�s(Ws) and Ŵs are continuousunder Ex, we deduce that for any open set � � R+ � Rd such that (0; x) 2 �, we haveNx [G \�c 6= ;] <1.4.2 Exit measuresLet D be an open subset of E with z 2 D (or w0(0) 2 D). As in [3], we can de�ne the exitlocal time from D, denoted by �LDs ; s � 0�. Nz -a.e. (or Ew0 -a.s.), the exit local time LD is acontinuous increasing process given by the approximation: for every s � 0,LDs = lim"#0 1" Z s0 1f�D(Wu)<�u<�D(Wu)+"gdu;10



where �D(w) = inf fr;w(r) 62 Dg with the convention inf ; = +1. We then de�ne underthe excursion measure Nz a random measure Y D on Rd by the formula: for every boundednonnegative function ' 2 B(Rd), (YD; ') = Z �0 '(Ŵs)dLDs :The �rst moment of the randommeasure can be derived from the following fact. By passing tothe limit in (4) (see [18] proposition 3.3 for details), we have for every nonnegative measurablefunction G on Wz Nz Z �0 G(Ws) dLDs = �EDz [G] ; (5)where �PDz is the sub-probability on Wz de�ned as the law of �� stopped at time �D under�Pz(� \ f�D <1g).We apply this construction with D = Dt = R+ � [0; t) � Rd . For convenience we write�t(w) = �Dt(w), Lts = LDts , Yt = YDt , and �Ptz = �PDtz . We also will write �Ptx = �Ptz whenz = (0; 0; x). When z 62 Dt, we then take Lts = 0 for all s � 0 and Yt = 0. Using (5), weget in particular the �rst moment for the process (Yt; t � 0): for every bounded nonnegativefunction ' 2 B(Rd), Nx [(Yt; ')] = Pt'(x):To get a measurable version of (Yt; t � 0), we take a measurable version of �Lts; t � 0; s � 0�:for t such that z 2 Dt, Lts = lim infp!1 Lt;2�ps ;where for " > 0; Lt;"s = 1" Z s0 1f�t(Wu)<�u<�t(Wu)+"gdu.Remark. As a simple consequence of (4), we have for t > 0,Nx �Lt;"� � = 1" �Ex �Z 10 1f�t<u<�t+"gdu� = 1:If � is a �nite Radon measure on [0;1), then �(dt)-a.e. Nz -a.e. the function s 7! Lts isincreasing and continuous. Similar observations hold under Ew0 . We shall be interested inthe random measure R �(ds) Ys. By arguing as in [18], theorem 4.1, we easily get a \Palmmeasure formula" for this random measure.Proposition 4.2. For every nonnegative measurable function F on Rd�Mf , for every t > 0and z 2 Dt, we haveNz �Z Yt(dy)F �y;Z 10 �(ds) Ys��= Z �Ptz(dw)E �F �ŵ;Z Nw(du; dW)Z 10 �(ds) Ys(W)1fu<�s(w)g�� ;where for every w 2 Wz, Nw(du; dW) denotes a Poisson measure on R+ � C (R+ ;W) withintensity 4 1[0;�w](u) du Nw(u) [dW]:11



4.3 The subordinate superprocessWe introduced the process Y because its distribution under the excursion measure Nx isthe canonical measure of the (;	)-superprocess started at �x. More precisely, we have thefollowing result.Proposition 4.3. Let � 2 Mf and let Pi2I �W i be a Poisson measure on C(R+ ;W) withintensity R �(dx)Nx [�]. The processX0 = �; Xt =Xi2I Yt(W i); for t > 0;is a (	; )-superprocess. Moreover, a.s. for every t > 0, the collection ��Ys(W i); s � t� ; i 2 I�has only a �nite number of non zero terms.The proposition is proved in [3], except for the last assertion. For this it is enough tocheck that Nx [Yt 6= 0] <1 for t > 0. We know from [3], thatNx h1� e�n(Yt;1)i = vn(t; x); t � 0; x 2 Rd ;is the only nonnegative measurable solution of (1) with f = n. By a uniqueness argument,we have vn(t; x) = vn(t). Then (1) implies vn(0) = n, ddtvn(t) = �	(vn(t)), from which weeasily get: Z nvn(t)	(u)�1du = t; for t � 0:By (2) and (H1), we have R1	(u)�1du <1. Thus if v(t) = limn!1 vn(t) = Nx [Yt 6= 0], weget from the previous equation that v(t) <1 and more preciselyZ 1v(t)	(u)�1du = t; for t � 0: (6)Remark. We can use the continuity of the mapping t 7! v(t) to derive a fact that will beuseful later. For t > 0 �xed, observe that Nx -a.e.�sups�0 L�s(Ws) > t� � fYt 6= 0g � �sups�0 L�s(Ws) � t� :The second inclusion follows from the construction of Lt and the �rst one is easily deducedfrom the special Markov property (cf [3] proposition 7). It follows thatNx �sups�0 L�s(Ws) � t� = Nx [Yt 6= 0] = v(t);and so Nx �sups�0 L�s(Ws) = t� = 0:We shall also need the following result, which is a consequence of (6) and theorem 1.5.12of [4]:Corollary 4.4. Under (H2), the function v(t) = Nx [Yt 6= 0] is regularly varying at 0+ withindex �1=�. 12



4.4 The support of the exit measureIn this section, we give a technical result about the support of the exit measure Lt, which iscrucial for the proof of theorem 2.1. Recall that we de�ned �t(Ws) = inf fr < �s;Lr(Ws) � tg.However we know that Nz -a.e. (or Ew0-a.s.), for every s � 0 the mapping r 7! Lr(Ws),r 2 [0; �s) has a continuous extension to [0; �s]. Thanks to this fact, we slightly modify theprevious de�nition of �t by taking �t(Ws) = �s when L�s(Ws) = t and Lr(Ws) < t for r < �s.For t > 0, we introduce under Nx the setHt = fs 2 [0; �]; �s = �t(Ws)g :Recall that supp � denotes the closed topological support of a measure �.Lemma 4.5. Nx -a.e. for every t > 0, the set Ht is closed. Furthermore for every �xed t > 0,Nx -a.e., we have supp dLt � Ht.Proof. We prove the �rst part of the lemma. From the \snake property", it is easy to seethat fs; �t(Ws) < �s � "g is open. Note also that the set fs; �t(Ws) � �sg = fs;L�s(Ws) � tgis closed since the function s 7! L�s(Ws) is continuous. Thus A" = fs; �s � " � �t(Ws) � �sgis closed. We deduce the set Ht = \n�1A1=n is closed.For the second part of the lemma, �x t > 0. By the de�nition of Lt;"s , we havesupp dLt;" � Cl (fs; �t(Ws) < �s < �t(Ws) + "g) � fs; �s � " � �t(Ws) � �sg :Since Lts = lim"!0 Lt;"s , we deduce that supp Lt � Ht Nx -a.e. �5 Proof of theorem 2.1We prove theorem 2.1 in three steps. In the �rst one we reduce the proof to proposition 5.1.The second and third steps deal respectively with the proof of the lower bound and the proofof the upper bound of proposition 5.1.5.1 Preliminary reductionLet q 2 [0; 1), and � a measure on R+ , such that supp � � (0;1) and0 < ZZ �(dt) �(ds) jt� sj�q <1: (7)Let B a compact subset of (0;1). We set �Y = sups2[0;�] L�s(Ws) and HB = [t2BHt.Proposition 5.1. Let x 2 Rd . Nx -a.e., on fsupp � � (0; �Y )g, we have the lower bounddim supp Z �(ds) Ys � �2� + 2q� ^ d:Nx -a.e., on fB � (0; �Y )g, we have the upper bounddimnŴs; s 2 HBo � �2� + 2dimB� ^ d:13



Moreover if (H2) holds, then we have the stronger upper bound: Nx -a.e., on fB � (0; �Y )g,dimnŴs; s 2 HBo � �2� + 2dimB� ^ d:We �rst show how theorem 2.1 follows from proposition 5.1. For every q 2 (0;dimB) (takeq = 0 if dimB = 0), there exists a Radon measure �, supported on B, such that (7) holds(cf theorem 4.13 of [13]). We deduce from proposition 4.3 and the �rst part of proposition5.1 that PX� -a.s., on fB � (0; �X)g,dimsupp Z �(ds) Xs � �2� + 2q� ^ d:Since supp R �(ds) Xs � Cl �St2B supp Xt� and since q can be chosen arbitrarily close todimB, we get the lower bound of theorem 2.1.Let B0 be a countable subset of B such that every point of B is the limit of a decreasingsequence of points of B0. The proof of the following lemma is postponed until the end of thissubsection.Lemma 5.2. We have Nx -a.e.Cl [t2B0 supp Yt! � nŴs; s 2 HBo :Since the process X is c�adl�ag, and all points of B are limits of decreasing sequences of pointsof B0, it is clear that on fB � (0; �X)g,Cl [t2B supp Xt! = Cl [t2B0 supp Xt! :It is then easy to deduce the upper bounds in theorem 2.1 from the upper bounds in propo-sition 5.1, proposition 4.3 and lemma 5.2. �Proof of lemma 5.2. Using the properties of the Brownian snake (in particular the \snakeproperty"), Nx -a.e. for every t > 0, we have nŴs; s 2 Hto = nŴs; s 2 [0; �]; L�s (Ws) = to.Thus, we have nŴs; s 2 HBo = nŴs; s 2 [0; �]; L�s(Ws) 2 Bo. Since the mappings s 7!L�s(Ws) and s 7! Ŵs are continuous, we deduce that the set nŴs; s 2 [0; �]; L�s (Ws) 2 Bo iscompact, and thus closed. Finally we deduce from lemma 4.5 that Nx -a.e., for every t 2 B0,supp Yt = nŴs; s 2 supp dLto � nŴs; s 2 Hto � nŴs; s 2 HBo :The desired result follows. �
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5.2 The lower bound of proposition 5.1We introduce the set K = �s 2 supp �; R �(dt) jt� sj�q <1	. Notice that �(Kc) = 0. In a�rst step we show that for every � 2 (0; (2q + 2=�) ^ d), � 2 (0; �=2), s0 2 K,Nx �Z Ys0(dz) F��2� �z;Z �(dt) Yt�� = 0;where if � > 0, F� is the measurable function on Rd �Mf de�ned byF�(y; �) = 1�lim supn!1 �(B2�n(y))2n� > 0�;where Br(y) is the ball centered at y with radius r. By proposition 4.2, we haveNx �Z Ys0(dy)F� �y;Z �(dt) Yt��= Z �Ps0x (dw)E �F� �ŵ;Z Nw(du; dW)Z �(dt) 1fu<�t(w)g Yt(W)�� : (8)In order to use the Borel-Cantelli lemma, we �rst bound RR �Ps0x (dw)P(d!)1An (w;!), whereAn := �(w;!); 2n(��2�)Z Nw(!)(du; dW)Z �(dt) 1fu<�t(w)g Yt(W) (B2�n(ŵ)) � C�2�n��and C� = C�(w) is a �nite positive constant that does not depend on n and !, and dependson w only through (Sv(w); 0 � v < s0) (the choice of this constant will be made precise later).Conditioning on S0 = � (Sv(w); 0 � v < s0), and using the Markov inequality, we obtain�E s0x [E [1An ]]� �E s0x ��E s0x �E �C�1� 2n(���) Z Nw(du; dW)Z �(dt)1fu<�t(w)gYt(W) (B2�n(ŵ))� ����S0��= 2n(���)�E s0x �C�1� ��E s0x �Z �(dt)4Z �w0 du 1fu<�t(w)gNw(u) [Yt (B2�n(y))]y=ŵ ����S0���= 4 2n(���)�E s0x �C�1� ��E s0x �Z �(dt)Z �s0^�t0 du �Ptw(u) [ŵ 2 B2�n(y)]y=ŵ ����S0���= 4 2n(���)�E s0x "C�1� Z �(dt)Z[0;s0^t) dSu0 Ex hPu0 [t�u0 2 B2�n(y)]y=s0 i# ;where  is under Px a Brownian motion in Rd started at x. In the �rst equality we usedthe form of the intensity of the Poisson measure Nw. In the second one, we applied (5) withD = Dt. In the third one, we made the formal change of variable u = Su0 , using the speci�cproperties of the process �, and in particular the fact that � is constant over each interval(Su�; Su). We haveEx hPu0 [t�u0 2 B2�n(y)]y=s0 i = g2(2�n; s0 + t� 2u0);15



where g2(r; t) = P0[jtj � r]. We prove in the appendix (lemma 8.1) that under the assump-tion s0 2 K, we can choose a �nite constant C� depending only on (Sv(w); 0 � v < s0) suchthat for r 2 (0; 1], Z �(dt)Z[0;s0^t) g2(r; s0 + t� 2u)dSu � C�r�:As a consequence, we have for every n � 1,�E s0x [E [1An ]] � 4 2�n�:Applying the Borel-Cantelli lemma to the sequence (An; n � 1), we get �Ps0x -a.s., P-a.s.lim supn!1 2n(��2�) Z Nw(du; dW)Z �(dt) 1fu<�t(w)g Yt(W) (B2�n(ŵ)) = 0:Hence by the de�nition of F� and (8), we get for every s0 2 K,Nx �Z Ys0(dy)F��2� �y;Z �(dt) Yt�� = 0:Since �(Kc) = 0, integrating with respect to �(ds0) gives Nx -a.e.Z �(ds)Z Ys(dy)F��2� �y;Z �(dt) Yt� = 0: (9)We deduce from theorem 4.9 of [13], that for every � 2 (0; (2q + 2=�) ^ d), � 2 (0; �=2),Nx -a.e. on �R �(dt) Yt 6= 0	, dim supp Z �(ds)Ys � �� 2�:The lower bound of proposition 5.1 follows. �5.3 The upper bounds of proposition 5.1First of all we give a technical result about the Brownian snake.Lemma 5.3. 1. Nx -a.e. the function s 7! L�s(Ws), respectively s 7! Ŵs = ��s(Ws), islocally H�older with index �=2� �, respectively �=4� �, for every � 2 (0; �=4).2. The adapted increasing process (Mt; t > 0), de�ned by:Mt := sups2(0;t] supu6=v;(u;v)2[0;�s]2 jLu(Ws)� Lv(Ws)jju� vj�(1��=2) ;is Nx -a.e. �nite for every � 2 (0; 1).
16



Proof. 1. Recall that Ex-a.s. the mapping s 7! �L�s(Ws); Ŵs� is continuous. Thanks tothe Kolmogorov lemma it is su�cient to prove that for every integer k � 1, and � 2 (0; �),N > 0, there exists a constant c0N such that for every 0 � s; s0 � N ,Ex h��L�s(Ws)� L�s0 (Ws0)��2ki � c0N ��s� s0��(���)k; (10)Ex ����Ŵs � Ŵs0���2k� � c0N ��s� s0��(���)k=2 : (11)First, we prove (11). Since Ex-a.s. �m(s;s0)(Ws) = �m(s;s0)(Ws0), we have by symmetryEx ����Ŵs � Ŵs0���2k� � 2:22k�1Ex h����s(Ws)� �m(s;s0)(Ws)��2ki :Conditionally on � the distribution of ��s(Ws) � �m(s;s0)(Ws) is the same as that of ��s ��m(s;s0) under �Px. Thus we getEx h����s(Ws)� �m(s;s0)(Ws)��2ki = Ex ��Ex hj�u � �vj2kiu=�s;v=m(s;s0)� :By scaling and using the same arguments as in the proof of lemma 3.2, we get�Ex hj�u � �vj2ki = E 0 hj1j2ki �E 0 [Lu � Lv]k � E 0 hj1j2ki k! [E [Lu�v]]k� c1 hju� vj _ ju� vj���ik ;by lemma 3.2,1. From this inequality and standard bounds on the moments of the incrementsof �, we easily get Ex ����Ŵs � Ŵs0���2k� � c2 h��s� s0��_ ��s� s0�����ik=2 ;where the constant c2 is independent of s and s0. Since s and s0 are bounded, (11) follows.The proof of (10) is similar.2. Thanks to lemma 3.2,1. for every integer k � 1, and 1=2 > � > 0, A > 0, T > 0, thereexists a constant c1 such that for every (u; v) 2 [0; A]2,E hjLu � Lvjki � c1 ju� vjk�(1��) :Furthermore, there exists a constant c2, such that for every (s; t) 2 [0; T ]2,Ex " supr;q2[s;t] j�r � �qjk�(1��)# � c2 js� tjk�(1��)=2 :For convenience, we put Lu(Ws) = L�s(Ws) when u > �s. Using the above inequalities andthe snake properties, we then bound for every integer k � 2��1, and u � v, (u; v) 2 [0; A]2,17



(s; t) 2 [0; T ]2,Ex hjLu(Ws)� Lv(Ws)� Lu(Wt) + Lv(Wt)jki� Ex h1m(s;t)�v�u [(Lu(Ws)� Lv(Ws)) + (Lu(Wt)� Lv(Wt))]ki+ Ex h1v<m(s;t)�u ��Lu(Ws)� Lm(s;t)(Ws)�+ �Lu(Wt)� Lm(s;t)(Wt)��ki� c3Ex h1m(s;t)�v�u [j�s ^ u� �s ^ v + �t ^ u� �t ^ vj]k�(1��)i+ c3Ex h1v<m(s;t)�u [j�s ^ u+ �t ^ u� 2m(s; t)j]k�(1��)i� c4Ex "(u� v)k�(1��) ^ supr;q2[s;t] j�r � �qjk�(1��)#� c5 hju� vj ^ js� tj1=2ik�(1��) ;where the constant c5 is independent of u; v; s and t. For s; t �xed consider the continuousrandom process Zs;tu = Lu(Ws)� Lu(Wt). Fix � 2 (1=2; 1). The previous inequality gives:Ex h��Zs;tu � Zs;tv ��ki � c5 ju� vjk��(1��) jt� sjk(1��)�(1��)=2 :The Kolmogorov lemma (theorem 1.2.1 of [23]) implies that the process Zs;t is locally H�olderwith exponent �0 = ��(1 � 3�=2), and moreover a close look at the arguments of the proofshows that Ex 2640@ supu6=v;(u;v)2[0;A]2 ���Zs;tu � Zs;tv ���ju� vj�0 1Ak375 � c6 jt� sjk(1��)�(1��)=2;where the constant c6 is independent of t; s. Now consider the norm on the Banach spaceof all real functions f on [0; A] that are H�older with exponent �0 and such that f(0) = 0,de�ned by kf k�0 := supu6=v;(u;v)2[0;A]2 jf(u)� f(v)j ju� vj��0 :The above inequality can be written asEx hkL(Ws)� L(Wt)kk�0i � c6 jt� sjk(1��)�(1��)=2 :We can again use the Kolmogorov lemma to get Ex-a.s.sups2[0;T ] kL(Ws)k�0 <1:Note that Ex-a.s. sups2[0;T ] �s is �nite, and so sups2[0;T ] �s � A if A is large enough. Thefact that Mt <1 follows from the last bound by taking � su�ciently close to 1 and � smallenough. This completes the proof. �18



Since we have proved the function s 7! Ŵs is Nx -a.e. locally H�older with index �4 � �, forany � 2 (0; �=4), proposition 2.2 from [13] implies that Nx -a.e.,dimnŴs; s 2 HBo � 4� dimHB:We will now prove in three steps that for every [�; �] 2 (0;1), �0 2 (0; 1=2), Nx -a.e.,dim(HB \ [�; �]) � 12(1 + �dimB) + �0: (12)Moreover if (H2) is satis�ed then Nx -a.e.,dim (HB \ [�; �]) � 12(1 + � dimB) + �0: (13)This will be su�cient to prove the upper bounds of proposition 5.1.Proof of (12) and (13). In a �rst step we start from a covering of B by open sets andconstruct an associated covering of HB \ [�; �]. In a second step, lemma 5.4 gives us anupper bound on the cardinality of this covering. In the last step, we prove (12) and (13) byletting the maximal diameter of the open sets in the covering of B tend to 0.Let [�; �] � (0;1), with � < 1, and let � > 0 small enough. We set � = �(1 + �)=2.First step. Let i be an integer and " > 0, h > "�. We de�ne the stopping times:T "i = inf nu 2 [i"; (i + 1)"] ;u 2 H[h�"�;h] \ [�; � + 1]o ;with the convention inf ; = �. If [t] is the unique integer k such that k � t < k+1, we de�neN";h;� = [�="]Xi=[�="]1fT "i <�g:The random variable N";h;� represents an upper bound on the total number of intervals of theform [i"; (i + 1)") which intersect H[h�"�;h] \ [�; �]. Let "0 2 (0; �=2), and ((hn; rn); n � 1) apossibly �nite sequence in (0;1)� (0; "� ] such that hn > rn > 0 for all n � 1, and the familyof open sets (hn � rn; hn) covers the compact set B. It is clear thatHB \ [�; �] � [n�1H[hn�rn;hn] \ [�; �] :We �nally denote by � the collection of all pairs (i; ") 2 N� � (0; "0] such that there existsn � 1 for which " = r1=�n ; and [i"; (i + 1)") \H[hn�rn;hn] \ [�; �] 6= ;:The collection of balls ([i"; (i + 1)"] ; (i; ") 2 �) covers the set HB \ [�; �]. Moreover for "�xed of the form " = r1=�n ,Card fi 2 f[�="] ; : : : ; [�="]g ; (i; ") 2 �g � N";hn;�:19



Second step. We are mainly concerned by a control on the expectation of N";h;�. Recallthe notation of 4.2, and observe that for " 2 (0; �=2),1 � NxLh;p"�+1 � 1p" Nx Z �+1�=2 1f�h(Wu)<�u<�h(Wu)+p"gdu� 12p" [�="]Xi=[�="]Nx "T "i < �;Z (i+2)"i" 1f�h(Wu)<�u<�h(Wu)+p"gdu#� 12p" [�="]Xi=[�="]Nx �T "i < �; E�WTi" �Z "0 1f�h(Wu)<�u<�h(Wu)+p"gdu�� ;where we used the strong Markov property at time T i" for the last inequality. To go further,let us introduce some notation and state a technical lemma. Recall the notation of lemma3.2 to de�ne, for every real number u > 0 of the form u = (4Rn)2,Z1u(y) := �P0 �infi�nR��(1+�=2)i LRi > (y + 1)� :Note that the sequence (Rn) depends on �. If (H2) holds, then considerZ2u(y) := �P0 � infv2(0;pu=4] v��(1+�=2)Lv > (y + 1)� :We will use the same notation Zu(y), for both functions Z1u(y) and Z2u(y). This function isde�ned for (u; y) 2 F � R+ , where F = �(4Rn)2;n � 1	 in the �rst case and F = (0;1)in the second one. Clearly the function Z is positive and bounded above by 1, and is de-creasing in both variables u and y. Moreover thanks to lemma 3.2, we have for every y > 0,limu2F;u!0+ Zu(y) = 1. Recall the process Mt was de�ned in lemma 5.3. The proof of thefollowing lemma is postponed to the end of this section.Lemma 5.4. There exists a universal constant C0, such that for every � 2 (0; 1=2), h > 0," 2 F\ (0; 1=2), Nx -a.e. for every stopping time T taking values in �H[h�"�;h] \ [�; �]�[f�g,we have E�WT �Z "0 1f�h(Wu)<�u<�h(Wu)+p"gdu� � C0 "1+�Z"(MT )1T<� E�WT [� > "] :Using this lemma with T = T "i , we get for " 2 F \ (0; 1=2)Nx �T "i < �; E�WTi" �Z "0 1f�h(Wu)<�u<�h(Wu)+p"gdu��� C0"1+�Nx hT "i < �;Z"(MT "i ) E�WT"i [� > "]i� C0"1+�Nx �T "i < �;� > (i+ 2)";Z"(MT "i )�� C0"1+�Nx �T "i < �;Z"(MT "i )��C0"1+�Nx [� 2 [i"; (i + 2)"]] :20



We then sum over i 2 f[�="]; : : : ; [�="]g, and use the monotonicity of the mapping y 7! Z"(y)to get1 � NxLh;p"�+1 � 12p" C0"1+� [�="]Xi=[�="]Nx [T "i < �;Z"(M�+1)]� 1p" C0"1+�Nx [� > �=2]]� 2�1C0"1=2+�Nx [Z"(M�+1)N";h;�]� 2C0"1=2+� [��]�1=2:In the last bound we also used the de�nition ofN";h;� and the well-known formula Nx [� > a] =(2=�a)1=2. From the monotonicity of the mapping " 7! Z"(y), we get for "0 2 F small enoughand "0 � " 2 F Nx [Z"0(M�+1)N";h;�] � 4C�10 "�1=2�� :Third step. Let � be such that 2(� � 1=2)=� > d1 where d1 = dimB if (H2) is satis�ed,d1 = dimB otherwise. Let � > 0 be so small that (��1=2��)=� � d1+� with � = �(1+�)=2.By the de�nition of upper box-counting dimension, and Hausdor� dimension, for every integerp there exists a sequence ((hpn; rpn); n � 1), where hpn > rpn > 0, such that the family of opensets (hpn � rpn; hpn) covers B and such that (rpn)1=� 2 F \ (0; 2�p ^ �=2] for all n � 1 andXn�1(rpn)d1+� � 2�2p:For each p consider the set �p associated to the sequence ((hpn; rpn); n � 1) as in the �rst stepof the proof. For p big enough we deduce from the last inequality of the second step that, if"0(p) = sup F \ (0; (�=2) ^ 2�p],Nx 24Z"0(p)(M�+1) X(i;")2�p "�35 �Xn�1(rpn)�=�Nx hZ"0(p)(M�+1)N(rpn)1=� ;hpn;�i� 4C�10 Xn�1(rpn)(��1=2��)=�� 4C�10 2�2p:By the Borel-Cantelli lemma we get the existence of p0 such that for every integer p � p0,Z"0(p)(M�+1) X(i;")2�p "� � 2�p:We have limp!1 "0(p) = 0. Thanks to the properties of Z, we get limp!1Z"0(p)(M�+1) = 1.We have thus proved that Nx -a.e., limp!1 X(i;")2�p "� = 0:Since the collection ([i"; (i + 1)"]; (i; ") 2 �p) covers HB \ [�; �], we obtain that Nx -a.e.dimHB \ [�; �] � �:21



Since this bound holds for every � such that 2(��1=2)=� > dimB (and 2(��1=2)=� > dimB,if (H2) is satis�ed), we obtain (12) and (13), which completes the proof of proposition 5.1. �Proof of lemma 5.4. Let � 2 (0; 1=2), h > 0, " 2 F \ (0; 1=2). We set � = �(1 + �)=2.Let T be a stopping time with values in �H[h�"�;h] \ [�; �]� [ f�g. Note that, on fT < �g,Lr(WT ) < L�T (WT ) for every r 2 [0; �T ). We introduce the following three sets, wherem(s; s0) = infr2[s;s0] �r and b" := � 116 "1+2�� ^ (�T =2)2,A0" := �m(T; T + b") 2 h�T �pb"; �T �pb"=2i ;m(T + b"; T + "=2) � �T ;�T+"=2 2 ��T + 3p"=8; �T + 5p"=8� �;A" := A0" \ �8s 2 [T + "=2; T + "]; �s 2 ��T +p"=4; �T + 3p"=4�	and B" := nLy"+p"=4(WT+"=2)� Ly"(WT+"=2) � "�(MT + 1)o ;where y" := inf �r > m(T; T + ");Lr(WT ) > Lm(T;T+")(WT )	. The lemma is then a simpleconsequence of the following two results:A. Nx -a.e. on A" \B" \ fT < �g, we haveZ T+"T 1f�h(Ws)<�s<�h(Ws)+p"gds � "=2;B. There exists a universal constant C0 such thatE�WT [A" \B"] � 2C0"�1T<�Z"(MT )E�WT [� > "] : �Proof of A. The proof is based on the properties of the Brownian snake. Let us �rst showthat on A" \ B" \ fT < �g, for every s 2 [T + "=2; T + "], �h(Ws) < �s. Notice that wehave y" � �T on fT < �g \ fm(T; T + ") < �Tg � fT < �g \ A". On fT < �g \ A" we getm(T + "=2; T + ") > �T +p"=4 � y" +p"=4. Thus for every s 2 [T + "=2; T + "], the pathst 7! Lt(Ws) coincide for t 2 [0; y" +p"=4]. Thus we have for every s 2 [T + "=2; T + "]Ly"+p"=4(WT+"=2) = Ly"+p"=4(Ws) � L�s(Ws):Furthermore, the paths t 7! Lt(WT ) and t 7! Lt(WT+"=2) coincide over [0;m(T; T + "=2)].Since m(T; T + "=2) � �T �pb", we getLy"(WT+"=2) � Lm(T;T+"=2)(WT+"=2)= Lm(T;T+"=2)(WT ) � L�T�pb"(WT ):22



Using the de�nition of Mt (cf lemma 5.3), we see thatL�T�pb"(WT ) � L�T (WT )�MT b�(1��=2)=2" > L�T (WT )�MT "�:Then we get that on the event fT < �g \A", for every s 2 [T + "=2; T + "],L�s(Ws) � Ly"+p"=4(WT+"=2)� Ly"(WT+"=2) + Ly"(WT+"=2)> Ly"+p"=4(WT+"=2)� Ly"(WT+"=2) + L�T (WT )�MT "�:It is then clear that on A" \B" \ fT < �g, we have for every s 2 [T + "=2; T + "],L�s(Ws) > (MT + 1) "� + L�T (WT )�MT "� = L�T (WT ) + "�:Since, on fT < �g, T 2 H[h�"�;h], we have L�T (WT ) � h � "�. It follows that L�s(Ws) > hfor s 2 [T + "=2; T + "]. Thus we have also �h(Ws) < �s for s 2 [T + "=2; T + "].Finally let us prove that on fT < �g\A", for every s 2 [T + "=2; T + "], �h(Ws) > �s�p".For every s 2 [T; T + "], the paths t 7! Lt(Ws) coincide over [0;m(T; T + ")]. The inequalityLm(T;T+")(Ws) = Lm(T;T+")(WT ) < L�T (WT ) � h;implies �h(Ws) > m(T; T + ") for every s 2 [T + "=2; T + "]. Recall that on fT < �g \ A",for every s 2 [T + "=2; T + "],m(T; T + ") � �T �pb" � �s �pb" � 3p"=4 > �s �p":Then we have for every s 2 [T + "=2; T + "], �h(Ws) > �s�p". In a nutshell we have obtainedthat Nx -a.e. on A" \B" \ fT < �g, for every s 2 [T + "=2; T + "],�h(Ws) < �s < �h(Ws) +p":This completes the proof of A. �Proof of B. Let " 2 F \ (0; 1=2). By conditioning on � (Ws; 0 � s � T + "=2) and using ascaling argument we getE�WT [A"] � E�WT �A0"�P0 [8s 2 [0; 1=2]; jBsj < 1=8] ;where B is under Py a linear Brownian motion started at y 2 R. We set ~m(s; t) = infr2[s;t]Br.Using the Markov property at time b" for B, we get:E�WT �A0"� =P�T � ~m(0; b") 2 h�T �pb"; �T �pb"=2i ;~m(b"; "=2) � �T ;B"=2 2 ��T + 3p"=8; �T + 5p"=8� ��P0� ~m(0; b") 2 h�pb";�pb"=2i ;pb"=2 � Bb" �pb";PBb" h ~m(0; "2 � b") � 0; B "2�b" 2 �3p"=8; 5p"=8�i �:23



Using standard properties of linear Brownian motion, we easily see that the above expressionis bounded below by a universal constant times pb"=". So there exists a universal constantC0 such that E�WT [A"] > 8 C0pb"=":We �nally get a lower bound on E�WT [A" \B"]. We denote by ST the �-�eld �(Ws; s �T )_�(�s; s � 0). Recall that the two paths WT and WT+"=2 coincide over [0;m(T; T + "=2)].Conditionally on ST , the distribution of���m(T;T+"=2)+u(WT+"=2); Lm(T;T+"=2)+u(WT+"=2)� ; 0 � u < �T+"=2 �m(T; T + "=2)�is the law of (�u; Lu), started at ��m(T;T+"=2)(WT ); Lm(T;T+"=2)(WT )� and killed at time�T+"=2 � m(T; T + "=2). Notice y" = inf �r > m(T; T + ");Lr(WT ) > Lm(T;T+")(WT )	 isST -measurable by construction. Moreover on fT < �g \ A", we have y" = m(T; T + "=2) +�m(T;T+"=2)(WT ), as a consequence of the behavior of the process �. Thus conditionally on ST ,on fT < �g \ A", we obtain that ���y"+u(WT+"=2); Ly"+u(WT+"=2)� ; 0 � u < �T+"=2 � y"� isdistributed as (�u; Lu), started at �0; Lm(T;T+"=2)(WT )� and killed at time �T+"=2�y". Noticealso that on fT < �g \A", we havey" +p"=4 � �T +p"=4 < �T+"=2:Thus, conditionally on ST , on fT < �g\A", �Ly"+u(WT+"=2)� Ly"(WT+"=2); 0 � u � p"=4�is distributed as (Lu; 0 � u � p"=4), under �P0. Hence we get1T<� E�WT [A" \B"] = 1T<� E�WT �A"; E�WT [B" j ST ]�= 1T<� E�WT hA"; �P0 hLp"=4 > "�(M + 1)iiM=MT :Since " 2 F, by the de�nition of Z", we have�P0 hLp"=4 > "�(M + 1)i � Z"(M):Then we have1T<� E�WT [A" \B"] � 1T<� E�WT [A"]Z"(MT ) � 1T<� 8 C0pb"=" Z"(MT ): (14)To conclude note that the law of � under E�WT is the law of �2TN�2 where N is a standardnormal variable. Thus we haveE�WT [� > "] � 1 ^ (�T "�1=2) � 4"�( 12 +�)pb":Combine this with the inequality (14) to complete the proof of B. �6 Hitting probability of small balls and proofs of theorems 2.3and 2.4From now on we assume (H2) holds. In the next two sections, we state and prove upper andlower bound for the hitting probability of small balls for the process Yt (cf [1] for 	(�) = �2).Then we derive theorem 2.3. In the fourth section, we prove theorem 2.4.24



6.1 Upper bound for the hitting probability of small ballsThe next proposition gives an upper bound for the hitting probability of small balls.Proposition 6.1. Assume �d > 2. There exists a positive function l1, which is slowly vary-ing at 0+, such that for every t > 0, " > 0:Nx [Yt(B"(0)) > 0] � t�d=2"d�2=� l1(pt ^ "):Proof. We are following the proof of proposition 8 from [19]. We �rst consider the case0 < 2" < pt. We introduce the open set� := n(r; y) 2 R+ � Rd ; r < t; jyj > 2"o[n(r; y) 2 R+ � Rd ; r < t� "2; jyj � 2"o :Formula (5), with D = R+�� implies the measure YR+�� de�ned in section 4.2 is supportedon f0g � @�. For convenience, let us denote by ~Y� its restriction to @� � R+ � Rd , that is�0 
 ~Y� = YR+��. By the special Markov property (cf [3] proposition 7), if N is the numberof excursions of the Brownian snake outside R+ ��, that reach R+ � ftg �B"(0), then wehave:Nx [Yt (B"(0)) > 0] � Nx [N ] = Nx �Z ~Y�(dr; dy)N(0;r;y) [G \ (ftg �B"(0)) 6= ;]� ; (15)where the set G has been de�ned in section 4.1. Since the measure ~Y� is supported by @�,it is su�cient to bound the integrand for (r; y) 2 @�:- if r = t, jyj > ", then G \ (ftg �B"(0)) = ;, N(0;r;y) -a.e.- if r = t� "2 and jyj � 2", then using the function v de�ned in section 4.3, we getN(0;r;y) [G \ (ftg �B"(0)) 6= ;] � N(0;0;y) �sups�0 L�s > "2� = v("2): (16)- if t� "2 < r < t and jyj = 2", then by time translation and symmetry we getN(0;r;y) [G \ (ftg �B"(0)) 6= ;] � N(0;0;y) �G \ �R+ �B"(0)� 6= ;�� N(0;0;y0 ) hG \ �R+ � �(�1; 0]� Rd�1�� 6= ;i ;where y0 = ("; 0; : : : ; 0) 2 Rd . Let u(y0) denotes the right-hand side of the previous formula.It can be deduced from the remark in section 4.1 that the function u is bounded on everycompact set of (0;1)�Rd�1 . The arguments of propositions 6 to 8 from [3] and propositions4.3 to 5.3 from [18] can be adapted to prove that u solves12 �u = 	(u);on (0;1)� Rd�1 , with the boundary conditionlimy1>0; y1!0u(y) =1;25



where we write y = (y1; : : : ; yd). Obviously, by space homogeneity, the function u dependsonly on y1. For simplicity we write u(y1) for u((y1; : : : ; yd)). Therefore u : (0;1) ! R+solves u00(s) = 2	(u(s)); s > 0 and lims!0u(s) =1:Using the fact that u is decreasing, we get for r > 1u0(r) = �"u0(1)2 + 4Z u(r)u(1) 	(h)dh#1=2 :Integrating over (0; s] and making the change of variable t = u(r), we get for s 2 (0; 1):Z 1u(s) "u0(1)2 + 4Z tu(1)	(h)dh#�1=2dt = s:Notice that the integrand is regularly varying at1 with index �1��=2. Thanks to theorems1.5.10 and 1.5.12 of [4], we deduce that u is regularly varying at 0+ with index �2=�. Recallthat N(0;r;y) [G \ (ftg �B"(0)) 6= ;] � u("): (17)Recall that the function v is regularly varying at 0+ with index �1=�. Since the functionsu and v are positive, there exists a positive function, l0, which is slowly varying at 0+ suchthat u(") + v("2) � "�2=�l0("). We can then substitute (16) and (17) into inequality (15) toobtain Nx [Yt (B"(0)) > 0] � "�2=�l0(")Nx h� ~Y�;1(0;t)�Rd�i :Then formula (5) gives Nx h� ~Y�;1(0;t)�Rd�i = Px [T� < t] ;where T� = inf fs > 0; (s; s) 62 �g (recall that s is a Brownian motion in Rd started at xunder Px). Then we easily get the existence of constants c1 depending only on d such that:Px [TD < t] � c1t�d=2"d:Thus we have Nx [Yt (B"(0)) > 0] � c1t�d=2"d�2=�l0("):Now if 0 < pt < ", we have the elementary upper bound:Nx [Yt(B"(0)) > 0] � v(t) � t�d=2"d�2=� l0(pt):Taking l1 = (c1 + 1)l0 gives the desired inequality. �Notice that in the stable case, a scaling argument shows that we can replace l by aconstant. 26



6.2 Lower bound for the hitting probability of small ballsWe assume only in this section thatlim sup�!0+ ��1��	(�) <1: (18)Proposition 6.2. Assume that �d > 2. For every M > 0, there exists a positive increasingfunction l2, which is slowly varying at 0+, such that for every Mpt > " > 0, we haveNx [Yt (B"(0)) > 0] � "d�2=�p� �t1 + �; x� l2("):Moreover, if lim sup�!1 ��1��	(�) <1, we can replace l2 by a positive constant.Notice that all the assumptions on 	 are satis�ed in the stable case.Proof. Let A � � > 0. We have (cf [3]):Nx [Yt (B"(0)) > 0] � v"(t; x) := Nx h1� exp h��"�2=�Yt (B"(0))ii ;where the function v" is the only nonnegative solution of (1) with f = �"�2=�1B"(0). Asv"(t; x) � �"�2=�Pt1B"(0)(x);we deduce from (1) and the monotonicity of 	, thatv"(t; x) � �"�2=�Pt1B"(0)(x)� Z t0 du Pu h	��"�2=�Pt�u1B"(0)�i (x): (19)We now bound the second term of the right-hand side, which we denote by It. Thanks to(18) and [4] (ex:4 p.58), we know that the function lA de�ned on (0;1) bylA(r) := sup�2(0;Ar�2=�]��1��	(�)is decreasing and slowly varying at 0+. Using the monotonicity of lA, it follows thatIt � ��"�2=��1+� Z t0 du Pu h�Pt�u1B"(0)�1+�i (x)lA(")� �1+�"�2(1+1=�)tZ 10 du Pu ��P1�u1B"=pt(0)�1+�� (x=pt)lA("):Let � 2 (0;M). We now give an upper bound onZ 10 duZ dz p(u; z � x)24"ZB�(0) dy p(1� u; y � z)#1+�35 :We decompose the above integral in two terms by considering the integral du on the setsfu < 1=2g (integral J1), fu � 1=2g (integral J2). Using �d > 2, the integral J1 is boundedabove by Z 1=20 duZ dz p(u; z � x) hc�di1+� � c1�d+2;27



where c1 depends only on M and d. Now by scaling we getJ2 � Z 1=20 duZ dz "ZB�(0) dy p(u; y � z)#1+�� �d+2 Z 10 duZ dz "ZB1(0) dy p(u; y � z)#1+�= c2�d+2:We use �d > 2 to get c2 <1. Combining those results together with � = "=pt, we get thatthere exists a constant c0M depending only on M and d such thatIt � c0M�1+�"�2(1+1=�)t1�(d+2)=2"d+2lA("): (20)On the other hand, there exists a constant cd depending only on d such that:Pt1B"(0)(x) � cd �1 ^��"=pt�d e� jxj2 =2t��Thus for Mpt > " > 0, we havePt1B"(0)(x) � cdM�dt�d=2"d e� jxj2 =2t :Plugging the previous inequality and (20) into (19), we getv"(t; x) � �t�d=2"d�2=� hcdM�d e� jxj2 =2t�c0M��lA(")i :Since the constants A and � are arbitrary, we can take A = (cdM�dc0�1M )1=� and � =A(e� jxj2 =2t [1 + lA(")]�1)1=� to getNx [Yt (B"(0)) > 0] � v"(t; x) � cM"d�2=�p (�t=(1 + �); x) l(");where l(") = [1 + lA(")]�1�1=� is increasing and slowly varying at 0+, and the constant cMis independent of x, t and ". Moreover, if lim sup�!1 ��1��	(�) < 1, then lA is boundedabove by a positive constant independent of A, and we can let l be a constant. �6.3 Proof of theorem 2.3We deduce from proposition 4.3 that for every � > 0,PX�x he��Xt(B"(0))i = e�Nx [1�exp��Yt(B"(0))] :Letting �!1, we get PX�x [Xt(B"(0)) > 0] = 1� e�Nx [Yt(B"(0))>0] :Then theorem 2.3 is a consequence of proposition 6.1, proposition 6.2 and the inequality(1 ^ u)=2 � 1� e�u � u. 28



6.4 Proof of theorem 2.4Before proving the theorem, we give a result on the intersection of the support of two inde-pendent copies of Y . In the next lemma, we consider the product measure Nx1 
 Nx2 on thespace C(R+ ;W)2. The canonical process on this space is denoted by (W 1;W 2), and we writeY 1, respectively Y 2, for the measure-valued process associated with W 1, respectively W 2.Lemma 6.3. Assume �d > 4. Then for every t > 0, s > 0, we have Nx1 
 Nx2 -a.e.supp Y 1t \ supp Y 2s = ;:Proof. Fix t > 0 and s > 0, and let � 2 (0; 1 ^ pt ^ ps), y 2 Rd . We can cover the ballB1(y) with less than h4pd��1id balls (B�(yi); i 2 J) with radius � and centers yi belongingto y + �d�1=2Zd. Use proposition 6.1 to writeNx1 
 Nx2 �supp Y 1t \ supp Y 2s \B1(y) 6= ;��Xi2J Nx1 [supp Yt \B�(yi) 6= ;] Nx2 [supp Ys \B�(yi) 6= ;]�Xi2J t�d=2s�d=2 h�d�2=� l(�)i2� (ts)�d=2(4pd)d�d�4=� l(�)2:Since �d > 4, let � go to 0 to see that the left-hand side is 0. As this is true for every y 2 Rd ,the desired result follows. �Recall from section 4.1 the de�nition of the set G.Lemma 6.4. For " > 0, t > 0 seth"(t) = N0 [G \ ([0; t] �B"(0)c) 6= ;] :Then for every " > 0, limt#0 h"(t) = 0.Proof. We start by making the simple observation that N0 -a.e. for every s � 0 such thatL�s(Ws) = 0 we have �s = 0, and thus Ŵs = 0. Indeed, if there would exist s such thatL�s(Ws) = 0 and �s > 0, then the snake property would yield a rational s0 \close" to ssuch that Lt(Ws0) = 0 for t 2 [0; �), for some � > 0. This is impossible since under N0 ,conditionally on �s0 , Ws0 is distributed as �� started at (0; 0; 0) and killed at time �s0 .Then let (tn) be a sequence decreasing to 0, and let An = fG \ ([0; tn]�B"(0)c) 6= ;g.Thanks to the remark in section 4.1, we have N0 [An] <1. We claim that N0 hTn�1Ani = 0.In fact, on the event Tn�1An 6= ;, the de�nition of G yields a sequence (sn) in [0; �] suchthat L�sn (Wsn) � tn and Ŵsn 2 B"(0)c:We can extract from the sequence (sn) a subsequence converging to s1. By the continuityof the mappings s 7! L�s(Ws) and s 7! Ŵs, we get that L�s1 (Ws1) = 0 and Ŵs1 2 B"(0)c,which contradicts the beginning of the proof.29



Since the function h" is monotone increasing and h"(tn) = N0 [An], the statement of lemma6.4 follows from the fact that N0 hTn�1Ani = 0. �Proof of theorem 2.4. We adapt an argument of Perkins ([22], p.1041). Let us �x t > 0and � 2 (0; t). By combining the Markov property of X at time t � � and proposition 4.3,we obtain that the distribution of Xt under PX� is the same as the law of Pi2I Y�(W i),where conditionally on Xt�� , Pi2I �W i is a Poisson measure on C(R+ ;W) with intensityR Xt��(dy)Ny [�]. With a slight abuse of notation, we may assume that the point measurePi2I Y�(W i) is also de�ned under PX� . It follows from lemma 6.3 and properties of Poissonmeasures that a.s. for every i 6= j,supp Y�(W i) \ supp Y�(W j) = ;:For " > 0, let U" denote the event \supp Xt is contained in a �nite union of disjoint com-pact sets with diameter less than "". It is easy to check that U" is measurable. Furthermore,by the previous observations, and denoting by yi the common starting point of the paths W is ,PX� [U"] � PX� �8i 2 I;diam (supp Y�(W i)) � "�� PX� �8i 2 I; supp Y�(W i) � B"=2(yi)�= EX� �exp�Z Xt��(dy)Ny [supp Y� \B"=2(y)c 6= ;]�= EX� �exp�(Xt�� ;1)N0 [supp Y� \B"=2(0)c 6= ;]�� EX� �exp�h"=2(�)(Xt�� ;1)� :We can now let � go to 0, using lemma 6.4, to conclude that PX� [U"] = 1. Since this holds forevery " > 0, we conclude that supp Xt is totally disconnected PX� -a.s. �7 Absolute continuity of the superprocess in the Browniancase and in the symmetric �-stable caseIn this section we prove theorem 2.5. In fact, it is enough to prove the theorem for a �nitemeasure � with support in [m;m] � (0;1). The construction of the Brownian snake Wassociated with the process ��t = ��t; Lt; �Lt� is performed as in section 4, following thegeneral results of [3] (see section 4 and hypothesis (H) therein). In fact only the spatialmotion � has to be modi�ed. However the processes t 7! �t(Ws) and s 7! Ŵs are no longercontinuous. The construction of the measure Lt in section 4.2 remain valid and we can stillde�ne the exit measure by the formula(Yt; ') = Z �0 '(Ŵs)dLts:Proposition 4.2 remains also valid.Let � 2Mf . LetPi2I �W i be a Poisson measure on C(R+ ;W) with intensity R �(dx)Nx [�].The process X�0 = �; X�t =Xi2I Yt(W i); for t > 0;30



is a (�;	)-superprocess (see [3]). Moreover, a.s. the collection ��Ys(W i); s �m� ; i 2 I� has�nitely many non zero terms. Then theorem 2.5 is a consequence of the next proposition.Proposition 7.1. Let � a �nite measure on [m;m] � (0;1) and q 2 [0; 1) such thatZZ �(dt)�(ds) jt� sj�q <1:If �� + �q > d, then for every x 2 Rd , Nx -a.e. the measure R �(dt)Yt is absolutely continuouswith respect to Lebesgue measure.We shall now give a proof of this proposition. The arguments are very similar to section5.2.Proof. Thanks to theorem 7.15 from [24], it is su�cient to prove that Nx -a.e. R �(dt)Yt(dy)-a.e. F �y;Z �(dt) Yt� := 1�lim infn!1 2nd Z �(dt)Yt(B2�n(y)) =1� = 0;Let K = �s 2 supp �; R �(dt) jt� sj�q <1	. Notice that �(Kc) = 0. Therefore it is enoughto verify that for s0 2 K, Nx �Z Ys0(dz) F �z;Z �(dt) Yt�� = 0; (21)Thanks to proposition 4.2, we getNx �Z Ys0(dy)F �y;Z �(dt) Yt��= Z �Ps0x (dw)E �F �ŵ;Z Nw(du; dW)Z �(dt) 1fu<�t(w)g Yt(W)�� : (22)Conditioning on S0 = � (Sv(w); 0 � v < s0), we shall prove that �Ps0x -a.s.,U = �E s0x "E" lim infn!1 2nd Z Nw(du; dW)Z �(dt)1fu<�t(w)gYt(W) (B2�n(ŵ)) #����S0# <1:To this end, we use Fatou's lemma to getU � lim infn!1 2nd �E s0x �E �Z Nw(du; dW)Z �(dt)1fu<�t(w)gYt(W) (B2�n(ŵ))� ����S0�= lim infn!1 2nd �E s0x �Z �(dt)4Z �w0 du 1fu<�t(w)gNw(u) [Yt (B2�n(y))]y=ŵ ����S0�= 4 lim infn!1 2nd �E s0x �Z �(dt)Z Ss0�^St�0 du �Ptw(u) [ŵ 2 B2�n(y)]y=ŵ ����S0�= 4 lim infn!1 2nd Z �(dt)Z[0;s0^t) dSu0 Ex hP�u0 ��t�u0 2 B2�n(y)�y=�s0 i :31



We used the formula for the intensity of Nw in the �rst equality, then formula (5) in thesecond one, and �nally the change of variables u = Su0 in the last one. We haveEx hP�u0 ��t�u0 2 B2�n(y)�y=�s0 i = g�(2�n; s0 + t� 2u0);where g�(r; t) = P0 [j�t j � r]. Since s0 2 K and �� + �q > d, we can apply lemma 8.1 belowwith � = d, and we get U � 4C� <1 Ps0x -a.s. Formula (22) then gives (21), which completesthe proof of the proposition. �8 AppendixLet � be a symmetric �-stable process in Rd as in section 2. Let the function g� be de�nedon R+ � (0;1) by g�(r; t) = P0 [j�t j � r] = P0 hj�1 j � rt�1=�iSince the law of the random variable �1 has a continuous density with respect to Lebesguemeasure on Rd , there exists a constant c�, such that g�(r; t) � c� �1 ^ rdt�d=�� on (r; t) 2R+ � (0;1). Hence we have also g�(r; t) � c�r�t��=� for every � 2 [0; d]. Let � be a non zero�nite measure with support in [m;m] � (0;1). Let s0 2 supp �, and q 2 [0; 1) such thatZ �(dt) js0 � tj�q <1:Let S be a subordinator as in section 3.Lemma 8.1. Let � 2 [0; d], such that � < �(q+1=�). Then �Ps0x (dw)-a.s. there exists a �niteconstant C� depending on w only through (Sv(w); 0 � v < s0), such that for every r � 1:Z �(dt) Z[0;s0^t) g�(r; s0 + t� 2u) dSu � C�r�:Proof. Let � 2 [0; d], such that � < �(q + 1=�). Let � 2 (0; 1) small enough such that� < �(q+ 1� � �) and � 6= �(1� � �). Recall the upper bound g�(r; t) � c�r�t��=�. The lemmawill be proved as soon as we can verify that �Ps0x -a.s.Z �(dt) Z[0;s0^t)[s0 + t� 2u]��=� dSu <1: (23)By lemma 3.2 3., we can �nd �Ps0x -a.s. a (random) constant " 2 (0;m=2), such that for everyu 2 [s0 � "; s0), Ss0� � Su � [s0 � u] 1� �� :In order to bound the left-hand side of (23), we �rst observe thatZ �(dt)Z (s0�")^t0 [s0 + t� 2u]��=� dSu � (�;1)"��=�Sm:32



Consider the case u 2 [(s0 � ") ^ t; s0 ^ t). If t 6= s0 or q = 0, an integration by parts givesZ[(s0�")^t;s0^t)[s0 + t� 2u]��=� dSu= �S(s0^t)� � S((s0�")^t)� [s0 + t� 2((s0 � ") ^ t)]��=�+ 2�� Z s0^t(s0�")^t[s0 + t� 2u]�1��=� �S(s0^t)� � Su� du:Now for u 2 [(s0 � ") ^ t; s0 ^ t), we haveS(s0^t)� � Su � Ss0� � Su � (s0 � u) 1� �� :Thus the integral R s0^t(s0�")^t[s0 + t� 2u]�1��=�[S(s0^t)� � Su]du is bounded above byZ s0^t(s0�")^t[s0 + t� 2u]�1� ��+ 1� ��du � (C js0 � tj� ��+ 1� �� if � > �� � ��;C if � < �� � ��;where the constant C is independent of t 2 [m;m]. Notice that �(fs0g) > 0 implies q = 0.Thus by combining the previous estimates, we see that the left-hand side of (23) is boundedabove by 2(�;1)"��=�Sm +(2�� C R �(dt) js0 � tj� ��+ 1� �� if � > �� � ��;2�� C(�;1) if � < �� � ��:This quantity is �nite by the assumption R �(dt) js0 � tj�q < 1 and the choice of �. Thelemma follows. �References[1] R. ABRAHAM. On the connected components of super-Brownian motion and of its exitmeasure. Stoch. Process. and Appl., 60:227{245, 1995.[2] J. BERTOIN. L�evy processes. Cambridge University Press, Cambridge, 1996.[3] J. BERTOIN, J.-F. LE GALL, and Y. LE JAN. Spatial branching processes and subor-dination. Canad. J. of Math., 49(1):24{54, 1997.[4] N. BINGHAM, C. GOLDIE, and J. TEUGELS. Regular variation. Cambridge UniversityPress, Cambridge, 1987.[5] R. BLUMENTHAL. Excursions of Markov processes. Birkh�auser, Boston, 1992.[6] R. BLUMENTHAL and R. GETOOR. Sample functions of stochastic processes withstationary independent increments. J. Math. and Mechanics, 10(3):493{516, 1961.[7] D. A. DAWSON. Measure-valued markov processes. In �Ecole d'�et�e de probabilit�e deSaint Flour 1991, volume 1541 of Lect. Notes Math., pages 1{260. Springer Verlag,Berlin, 1993. 33
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