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JEAN-FRANÇOIS DELMAS AND PASCAL VOGT

Abstract. Let D be a bounded domain in
� d with smooth boundary ∂D. We give a

probabilistic representation formula for the non-negative solution of the mixed Dirichlet
non-linear Neumann boundary value problem (DNP)��� �� ∆u = 0 in D,

u = ϕ on F2,

∂nu + 2u2 = 0 on F1,

where (F1, F2) is a non-trivial partition of ∂D, ϕ is a non-negative, bounded and continuous
function defined on F2, and ∂n denotes the outward normal derivative on the boundary of
D.

To solve (DNP), we consider a catalytic super-Brownian motion with underlying motion
a Brownian motion reflected on ∂D, killed when it reaches F2 and catalysed by the set F1,
i.e. the branching rate is given by the local time of the paths on F1. Then we prove that
the log-Laplace transform of ϕ integrated with respect to the exit measure of the catalytic
process on F2, is a non-negative weak solution of (DNP).

In a second part we show that we still have a probabilistic representation formula if the
Dirichlet condition on F2 is replaced by a Neumann condition.

1. Introduction

Super-Brownian motion are measure valued stochastic processes. Since the works of Dynkin,
Kuznetsov and Le Gall (see for example the monograph [8], and the references therein),
the log-Laplace transform of the super-Brownian motion appears to be a powerful tool to
study the non-linear PDE ∆u = u2 in a domain D. In particular, using a probabilistic
representation formula, it is possible to describe all the non-negative solutions of this non
linear PDE.

Super-Brownian motion represents a cloud of infinitesimal particles which evolve according to
independent Brownian motions and are subject to a critical branching mechanism. Roughly
speaking the spatial motion appears in the PDE through its infinitesimal generator, which
in our case is the Laplacian ∆u. The branching mechanism is responsible of the non-linear
term, u2 in our case. Since the early nineties, models appeared where the branching occurs
only in a subset of the space called the catalytic set. Such models are called catalytic super-
Brownian motion (see for example the survey [10]). Outside the catalytic set, the catalytic
super-Brownian motion has a density w.r.t. the Lebesgue measure and this density solves

Date: November 5, 2003.
2000 Mathematics Subject Classification. 60J55, 60J80, 60H30, 60G57, 35C15, 35J65.
Key words and phrases. non-linear boundary value problem, collision local time, catalytic super-Brownian

motion, exit-measure.
The research was partially supported by the National German Merit Foundation and the EPSRC.

1
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the heat equation (with random boundary condition on the catalytic set). In particular, the
non-linear phenomenon is located on the catalytic set.

In 1999, Dynkin asked if one could use a catalytic super-Brownian motion to give a proba-
bilistic representation for solutions of

(1)











∆u = 0 in D,

u = ϕ on F2,

∂nu+ 2u2 = 0 on F1,

where D is a smooth domain, (F1, F2) is a non-trivial partition of ∂D, and ∂n denotes the
outward normal derivative on the boundary of D. In this paper we, indeed, give such a
representation formula. Instead of building the catalytic super-Brownian motion as a limit of
branching particle systems, we use the construction introduced in [13] based on collision local
time. From this construction, we derive a representation formula for non-negative solutions
of (1) with Dirichlet or Neumann condition on F2.

Let us describe more precisely the content of the paper. We consider a reflected Brownian
motion in D, B = (Bt, t ≥ 0). In Section 2, we recall some facts on excursion theory from
[12], introducing the family of σ-finite measures (Hx, x ∈ F1) which describe the “law” of the
excursion of B in D started from x ∈ F1. If L denotes the associated capacitary local time
on F1 (see Section 2.1 for a precise definition), we prove that L has a density, say ρ, with
respect to the local time of B on F1.

In Section 3, we consider under P
X
ν , (Xt, t ≥ 0) a superprocess started at the initial measure

ν, with quadratic branching mechanism and underlying motion a process ξ = (ξt, t ≥ 0).
The process ξ is, up to a random time change, the trace on F1 of B before it hits F2.
More precisely, let l∗ = (l∗t , t ≥ 0) be the local time on F1 of B before it hits F2, l

∗,−1 its

right-continuous inverse, and set ξt = (l∗,−1
t , Bl∗,−1

t
). Then we consider the total occupation

measure Γ(dr, dx) =
∫ ∞
0 ds Xs(dr, dx). From this, we introduce in Section 4.1 the random

measure, ZDir, on F2 defined for any non-negative function ϕ on F2 by

〈ZDir, ϕ〉 =

∫∫

Γ(dr, dx) ρ(x)Hx[ϕ(eτ2)1{τ2<∞}],

where τ2 is the hitting time of F2 for the excursion e under Hx. Intuitively, the measure
ZDir describes the death positions of infinitesimal particles released from the catalyst at time
dr and position dx according to the random measure ρ(x)Γ(dr, dx), performing independent
Brownian excursions outside F1 killed when they first reach F2. Let us assume the measure ν
is of the form δ0⊗η, where δ0 is the Dirac mass at 0 and η a finite measure on F1. The random
measure ZDir corresponds to the so-called exit measure of D̄ of the catalytic superprocess
with catalytic set F1, quadratic branching mechanism and initial measure η. If the initial
measure is not supported by F1, then one has to make some slight modification to get the
exit measure (see Definition 4.1). Let P

Z
δx

denote the law of the exit measure when the initial
measure is the Dirac mass at x ∈ D, δx.

In Sections 4.2 and 4.3, we study the properties of the log-Laplace transform, w, of the
measure ZDir, defined by

w(x) = − log E
Z
δx

[

exp−〈ZDir, ϕ〉
]

.

In particular, we prove that w is a solution to (DNP) in a weak sense, see Definition 4.8 and
Corollary 4.11.
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In Section 5, using techniques developed in [2], we replace the Dirichlet condition on F2

by a Neumann condition. In particular, we are able to give in Proposition 5.18 a similar
representation formula for solutions to the PDE







∆u = 0 in D,
∂nu− 2ϕ = 0 on F2,
∂nu+ 2u2 = 0 on F1.

Eventually, we collect in the appendix some results on reflected Brownian motion in D.

2. Notations

If E is a polish space, let B(E) denote its Borel σ-field as well as the set of real measurable
functions defined on E. Let B+(E) (resp. C(E)) be the subset of B(E) of non-negative (resp.
continuous) functions. For ϕ ∈ B(E) bounded, we write ‖ϕ‖∞ = supx∈E |ϕ(x)|. Let Mf (E)
be the set of finite measures on E, endowed with the topology of weak convergence. For
ν ∈ Mf (E) and ϕ ∈ B(E) bounded or non-negative, we write 〈ν, ϕ〉 for

∫

E ν(dx) ϕ(x). If A

is a Borel subset of R
d, let Ā denote its closure.

Let D be a bounded domain, i.e. a connected open subset of R
d, d ≥ 2, with C3-boundary

∂D. Let Cp(D) (resp. Cp(D̄)) be the set of continuous functions defined on D (resp. D̄) of
class Cp. Let (nx, x ∈ ∂D) be the outward unit normal vector field and ∂nf(x) := 〈∇f, nx〉
denote the outward unit normal derivative on ∂D at x of a function f ∈ C1(D̄). Let F1 and
F2 two relatively open subsets of ∂D. We assume that F1 and F2 are non empty, disjoint
and that F̄1 ∪ F̄2 = ∂D. We also assume that the relative boundary of F1 is equal to the
relative boundary of F2, and that it is either empty or a C2-manifold of codimension 2. We
shall denote it by ∂F .

Let B = (Bt, t ≥ 0) be a reflecting Brownian motion in D, with normal reflection, started at
x ∈ D̄ under Px. Let (Ft, t ≥ 0) be the filtration generated by B completed the usual way.
See Section 6.1 in the appendix for some properties of B. We say a property holds a.s. if it
holds Px-a.s. for all x ∈ D̄. For t > 0, let pt(x, y) denote the transition density of B. There
exists a unique continuous additive functional ` = (`t, t ≥ 0) of B called the local time on
∂D, such that for every ϕ ∈ B+(R+ × D̄) and x ∈ D̄,

(2) Ex

[
∫ ∞

0
d`s ϕ(s,Bs)

]

=

∫ ∞

0
ds

∫

∂D
σ(dy)ϕ(s, y)ps(x, y),

where σ is the surface measure on ∂D. In other words, σ is the Revuz-measure of the
continuous additive functional `. Denote by | · | the Euclidean norm in R

d and for x ∈ D̄, let
d(x, ∂D) = inf{|x− y| : y ∈ ∂D}. The continuous additive functional ` can be constructed
explicitly as

(3) `t = lim
n→∞

1

εn

∫ t

0
ds1{d(Bs ,∂D)≤εn},

where the limit exists for all t ≥ 0, Px-a.s., for a positive sequence (εn, n ≥ 1) decreasing to
zero which does not depend on x ∈ D̄ (see Theorem 7.2 in [15]).

2.1. Local times on F1. A key-rôle is played by the exit systems, introduced by Maison-
neuve in [12]. In particular, we shall need the last exit decomposition of B out of F1.

For i = 1, 2, let τi = inf{t > 0 : Bt ∈ Fi} be the first hitting time of Fi, with the convention
that inf ∅ = +∞. Notice the stopping times τi are finite a.s. (see Lemma 6.3). Let F r

1 be
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the set of regular points of F1, i.e. F r
1 := {x ∈ D̄ : Px(τ1 = 0) = 1}. Since ∂D and ∂F are

smooth, we have F r
1 = F̄1. We set

M := {t > 0, Bt ∈ F̄1}.
So, M is almost surely a closed subset of (0,∞). Furthermore the set M is optional and time
homogeneous. Following [12], we set

R := inf{s > 0 : s ∈M},
Rt := inf{s > 0 : s+ t ∈M},
G := {t > 0 : Rt− = 0, Rt > 0}.

Notice that R = τ1 a.s. The set G, is the set of left endpoints in (0,∞) of the intervals
contiguous to M . Notice, G is countable and G ⊂ M a.s. Since F r

1 is regular for itself, we
deduce that G = {t ∈ G, PBt(R = 0) = 1}. Following [12], there exists a continuous additive
functional L = (Lt, t ≥ 0) of B, such that for all x ∈ D̄,

Ex

[
∫ ∞

0
e−t dLt

]

= Ex[e
−τ1 ].

The Revuz measure µ associated with L by: for any function ϕ ∈ B+(R+ × D̄),

Ex

[

∫ ∞

0
ϕ(s,Bs) dLs

]

=

∫ ∞

0
ds

∫

µ(dz) ps(x, z)ϕ(s, z),

is the 1-capacitary measure of the set F1. Hence, we call the additive functional L the
“capacitary local time” on F1.

The capacitary local time L is called in [12] the local time on F1. However, the so called local
time on F1, `

1
s, is defined by d`1s = 1F1

(Bs)d`s (this correspond to ∂D replaced by F1 in (3)).
In fact L and `1 do not coincide in general. However, in our setting, the next Lemma implies
that L is absolutely continuous with respect to `1. Recall that σ, the Revuz measure of `, is
also the surface measure on ∂D.

Lemma 2.1. There exists ρ ∈ B+(Rd), such that

µ(dx) = ρ(x)1F1
(x)σ(dx).

The proof of this lemma is postponed to Section 6.4 of the appendix.

In the particular case, where D ⊆ R
d, d ≥ 2, is an open ball of radius r, and F1 = ∂D, we

deduce from Proposition 1.9 in [14] that

µ(dy) =
2πd/2rd−2

Γ(d
2 − 1)

σ(dy),

where Γ denotes the Gamma-function. Notice that the density of µ with respect to σ depends
on the curvature of ∂D.

2.2. Exit formula out of F1 and applications. Let δ be a cemetery point added to R
d

and let D = D(R+,R
d ∪ {δ}) be the set of càdlàg functions defined on R+. For s > 0, let

is : D → D be the family of translation operators defined by,

is(e)(t) = e(t+ s) for 0 ≤ t < Rs,

is(e)(t) = δ for t ≥ Rs.

Moreover, let (Q1
t , t ≥ 0) be the transition kernels of the reflected Brownian motion killed on

F1. We recall the exit formula.
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Theorem 2.2 (Maisonneuve). There exists a family of universally measurable σ-finite mea-
sures (Hx, x ∈ F1), on (D,B(D)), such that for any non-negative predictable process Z =
(Zs, s ≥ 0), w.r.t. the filtration generated by B, and for any function f ∈ B+(D), such that
f(δ) = 0, we have the exit formula:

Ex

[

∑

s∈G

Zsf ◦ is
]

= Ex

[
∫ ∞

0
ZsH

Bs [f ]dLs

]

.

Furthermore, Hx is strong Markov with respect to (Q1
t , t ≥ 0).

For i = 1, 2 and e ∈ D, let τi(e) be the first hitting time of Fi:

τi(e) = inf{s > 0 : e(s) ∈ Fi}.
We use the convention that e+∞ = δ and we always write τi for τi(e) as well as es for e(s),
when there is no ambiguity. We now give particular applications, we shall use later. Let
ϕ ∈ B+(Rd). For θ ≥ 0, set f(e) = e−θτ2 ϕ(eτ2)1{τ2<∞} and Zs(e) = e−θs 1{τ2>s}. From
Theorem 2.2, we have

Ex

[

∫ τ2

0
e−θsHBs

[

e−θτ2 ϕ(eτ2)1{τ2<∞}

]

dLs

]

= Ex

[

∑

s∈G

e−θs 1{τ2>s}f ◦ is
]

= Ex[1{τ2>τ1} e−θτ2 ϕ(Bτ2)],(4)

since τ2 ◦ is + s = τ2 on {τ2 > s}. With θ = 0, we get, as τ2 <∞ a.s.,

(5) Ex

[

∫ τ2

0
HBs [ϕ(eτ2)1{τ2<∞}] dLs

]

= Ex[1{τ2>τ1}ϕ(Bτ2)].

With Zs = e−θs and f defined by f(e) =

∫ ∞

0
d`t e−θt ϕ(et), where ` = `(e) is defined by (3)

with B replaced by e, we obtain

(6) Ex

[

∫ ∞

0
dLs e−θsHBs

[

∫ ∞

0
d`t e−θt ϕ(et)

]]

= Ex

[

∫ ∞

τ1

d`t e−θt ϕ(Bt)1F2
(Bt)

]

.

Using a monotone class argument, Theorem 2.2 implies that for all predictable processes
Z = (Zs, s ≥ 0) and for any function f ∈ B+(R+ × D) such that f(·, δ) = 0,

Ex

[

∑

s∈G

Zsf(s, ·) ◦ is
]

= Ex

[
∫ ∞

0
ZsH

Bs [f(s, ·)]dLs

]

.

Setting Zs = 1{τ2>s} and for fixed t > 0, f(s, e) = 1{0<t−s<τ2}φ ◦ it−s(e), where φ(e) :=
1{τ2<+∞}ϕ(e0), we deduce that

(7) Ex

[

∫ τ2

0
1{s<t}H

Bs [1{t−s<τ2<+∞}ϕ(et−s)] dLs

]

= Ex[1{τ1<t<τ2}ϕ(Bt)].

3. F1-catalytic super-Brownian motion

In this section we contruct a catalytic super-Brownian motion in D with catalytic set F1

and underlying motion a reflected Brownian motion B, killed when it first hits F2. Even if
the construction of this catalytic superprocess is not explicitly needed to solve the boundary
value problem, it gives insights to the underlying ideas. Our construction is motivated by
the methods developed in [13].
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Recall that τ2 denotes the first hitting time of F2 by the reflected Brownian motion B.
Consider the local time `∗ = (`∗t , t ≥ 0) on F1 of B killed on F2. It is defined by

d`∗t = 1{t<τ2}d`t.

Let `∗,−1 denote the right continuous inverse of the continuous additive functional `∗, i.e.

`∗,−1
t := inf{s ≥ 0 : `∗s > t},

with the convention that inf ∅ = +∞.

Let E = (R+ × F1) ∪ {δ}, where δ is a cemetery point. We define the E-valued time-
homogeneous Markov process ξ = (ξt, t ≥ 0) by

ξt :=

{

(`∗,−1
t , B ◦ `∗,−1

t ) if `∗,−1
t <∞,

δ otherwise,

and denote by P
ξ
t,x̂ its law started at x̂ ∈ E at time t ≥ 0. We also write P

ξ
x̂ for P

ξ
0,x̂. For

ν ∈ Mf (E) and t ≥ 0, let P
X
t,ν denote the law of the quadratic (non-catalytic) superprocess

X = (Xs′ , s
′ ≥ t) with spatial motion ξ, starting at ν at time t. We shall write P

X
ν for P

X
0,ν.

Recall that X is an Mf (E)-valued Markov process. Its total occupation measure Γ, defined

under P
X
t,ν , by

Γ(dr, dx) :=

∫ ∞

t
ds′Xs′(dr, dx),

plays the key-rôle in the construction of the F1-catalytic super-Brownian motion.

Lemma 3.1. Let φ ∈ B+(E). The function v defined on E by

(8) E
X
ν

[

exp−〈Γ, φ〉
]

= exp−〈ν, v〉,

is a non-negative solution of the integral equation

(9) v(s, x) + Ex

[

∫ τ2

0
d`r v

2(r + s,Br)
]

= Ex

[

∫ τ2

0
d`r φ(r + s,Br)

]

,

where s ≥ 0 and x ∈ F1. If φ(·, x) = φ̃(x) does not depend on time, we get that for s ≥ 0,
v(s, x) = ṽ(x), where ṽ is a non-negative solution on F1 of

(10) ṽ(x) + Ex

[

∫ τ2

0
d`r ṽ

2(Br)
]

= Ex

[

∫ τ2

0
d`r φ̃(Br)

]

.

Remark 3.2. It is not clear that the integral equations (9) or (10) have a unique solution.
From the previous Lemma, we can compute the first moment of Γ:

(11) E
X
ν [〈Γ, φ〉] =

∫

ν(ds, dx) Ex

[

∫ τ2

0
d`r φ(r + s,Br)

]

.

Proof of Lemma 3.1. As a special case of the weighted occupation time formula (see e.g. [11],
II.3) we have for all non-negative, bounded and measurable functions φ and h on (R+×F1)∪
{δ} and R+ respectively, with φ(δ) = 0 and such that h has compact support,

E
X
t,ν

[

exp−
∫ ∞

t
ds′ h(s′)〈Xs′ , φ〉

]

= exp−〈ν, vt〉,

where v is the unique, non-negative solution of the integral equation for t ≥ 0 and x̂ ∈ E,

vt(x̂) + E
ξ
t,x̂

[

∫ ∞

t
ds′ v2

s′(ξs′)
]

= E
ξ
t,x̂

[

∫ ∞

t
ds′ h(s′)φ(ξs′)

]

.
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By substitution (`∗r = s′), we have with x̂ = (s, x) ∈ E, that

vt(s, x) + E
ξ
t,(s,x)

[

∫ ∞

`∗,−1

t =s
d`∗r v

2
`∗r

(r,Br)
]

= E
ξ
t,(s,x)

[

∫ ∞

`∗,−1

t =s
d`∗r h(`

∗
r)φ(r,Br)

]

.

Using the time homogeneity of ξ and B, this last equation can be written as

(12) vt(s, x) + Ex

[

∫ ∞

0
d`∗r v

2
l∗r+t(r + s,Br)

]

= Ex

[

∫ ∞

0
d`∗r h(`

∗
r + t)φ(r + s,Br)

]

.

Using the time homogeneity of the process X, we also get that

E
X
t,ν

[

exp−
∫ ∞

t
ds′ h(s′)〈Xs′ , φ〉

]

= E
X
ν

[

exp−
∫ ∞

0
ds′ h(s′ + t)〈Xs′ , φ〉

]

.

In particular, the function vT defined for t ∈ [0, T ] by the equation,

E
X
ν

[

exp−
∫ T−t

0
ds′〈Xs′ , φ〉

]

= exp−〈ν, vT
t 〉,

is the only non-negative solution of (12), with h(t) = 1[0,T ](t). By monotone convergence,

letting T tend to +∞, we get that vT
t increases point-wise to a function v, independent of t,

defined by (8), and v is a non-negative solution of

v(s, x) + Ex

[

∫ ∞

0
d`∗r v

2(r + s,Br)
]

= Ex

[

∫ ∞

0
d`∗r φ(r + s,Br)

]

.

Using the definition of `∗, this last integral equation can be written as (9) where s ≥ 0 and
x ∈ F1. Hence, the lemma holds for any bounded, non-negative function φ. By monotone
convergence it also holds for any φ ∈ B+(E). If φ(·, x) = φ̃(x), we get from (12) that

(13) vt(s, x) + Ex

[

∫ ∞

0
d`∗r v

2
`∗r+t(r + s,Br)

]

= Ex

[

∫ ∞

0
d`∗r h(`

∗
r + t)φ̃(Br)

]

.

In particular v
(s0)
t defined by v

(s0)
t (s, x) = vt(s0 + s, x) also solves (13). By uniqueness, we

obtain v
(s0)
t = vt for any s0 ≥ 0. Hence, we have that the function vt(s, x) does not depend

on s, i.e. vt(s, x) = ṽt(x) for any s ≥ 0. Following the arguments after (12), we deduce that
v defined by (8) does not depend on time and solves (10). �

Let η ∈ Mf (D̄) be a finite measure on D̄. Define νη ∈ Mf (R+ × F1) to be the hitting
distribution of R+ × F1 by (t, Bt), starting from δ0 ⊗ η and killed on F2. For any ψ ∈
B+(R+ × D̄), we have

(14) 〈νη, ψ〉 =

∫

η(dx) Ex[1{τ1<τ2}ψ(τ1, Bτ1)].

Recall the definition of the density ρ from Lemma 2.1. We define, under P
X
νη

, the Mf (D̄)-

valued process Z = (Zt : t ≥ 0) by Z0 := η and for t > 0,

(15) 〈Zt, ϕ〉 = 〈η,Qtϕ〉 +

∫∫

Γ(dr, dx)1{r<t}ρ(x)H
x[1{t−r<τ2<∞}ϕ(et−r)],

where ϕ ∈ B+(D̄) and Qt denotes the semi group of the Brownian motion B killed when it
first hits ∂D, i.e.

Qtϕ(x) = Ex[ϕ(Bt)1{t<τ1∧τ2}].

We write P
Z
η the law of Z started at η. Let us give an intuitive interpretation of the measure

valued process Z defined by (15). The measure Zt describes a cloud of infinitesimal particles
at time t. The first summand in (15) corresponds to those particles which have not reached
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the catalyst, F1, at time t and which are distributed according to the starting measure η at
time 0. The second summand corresponds to the particles which have reached the catalyst
before time t and perform a branching process. Particles are then released from the catalyst
at time dr and location dx according to the random measure ρ(x)Γ(dr, dx), and then they
perform excursions outside the catalyst. As all these excursions are independent, a law of
large numbers effect lets us only observe an average over all excursions.

Let C := supx∈D̄ Ex[`τ2 ] < ∞ (see Lemma 6.3). The following proposition characterizes the
finite dimensional marginals of the process Z in terms of their Laplace transform.

Proposition 3.3. Let 0 < t1 ≤ . . . ≤ tn and ϕ1, . . . , ϕn elements of B+(D̄), such that we
have 2C

∑n
i=1 ‖ϕi‖∞ < 1. Then,

E
Z
η

[

exp−
n

∑

i=1

〈Zti , ϕi〉
]

= exp−〈η, w(0, ·)〉,

where (w(s, x), s ≥ 0, x ∈ D̄) is the unique non-negative solution of

(16) w(s, x) + Ex

[
∫ τ2

0
d`r w

2(r + s,Bs)

]

=
n

∑

i=1

1{s<ti}Ex[1{ti−s<τ2}ϕi(Bti−s)].

Remark 3.4. From this proposition, it is easy to check that Z is a time-homogeneous Markov
process. However, notice that the process Z is not adapted to the filtration generated by the
superprocess X.

Proof of Prop. 3.3. Using φ(s, x) :=
∑n

i=1 1{s<ti}ρ(x)H
x[1{ti−s<τ2<∞}ϕi(eti−s)], we have

(17) E
Z
η

[

exp−
n

∑

i=1

〈Zti , ϕi〉
]

= exp−
(

n
∑

i=1

〈η,Qtiϕi〉 + 〈νη, w̃〉
)

,

where, thanks to Lemma 3.1, (w̃(s, x), s ≥ 0, x ∈ F1) is a non-negative solution of

(18) w̃(s, x) + Ex

[
∫ τ2

0
d`r w̃

2(r + s,Br)

]

= Ex

[
∫ τ2

0
d`r φ(r + s,Br)

]

.

By Lemma 2.1, we have a.s. for all t ≥ 0,

(19) dLt = ρ(Bt)1F1
(Bt)d`t.

Using the definition of φ and the exit-formula (7) we obtain

Ex

[
∫ τ2

0
d`r φ(r + s,Br)

]

= Ex

[

∫ τ2

0
d`r

n
∑

i=1

1{r+s<ti}ρ(Br)H
Br [1{ti−s−r<τ2<∞}ϕi(eti−s−r)]

]

= Ex

[

∫ τ2

0
dLr

n
∑

i=1

1{r+s<ti}H
Bs [1{ti−s−r<τ2<∞}ϕi(eti−s−r)]

]

=

n
∑

i=1

1{s<ti}Ex[1{τ1<ti−s<τ2}ϕi(Bti−s)].(20)

We define for s ≥ 0, x ∈ D̄,

w(s, x) :=

n
∑

i=1

1{s<ti}Qti−sϕi(x) + Ex

[

1{τ1<τ2}w̃(s+ τ1, Bτ1)
]

.
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Using the strong Markov property of B at time τ1, (18) and (20), one check that w satisfies
(16). Notice, that by construction, we have

〈η, w(0, ·)〉 =

n
∑

i=1

〈η,Qtiϕi〉 +

∫

η(dx) Ex

[

1{τ1<τ2}w̃(τ1, Bτ1)
]

=
n

∑

i=1

〈η,Qtiϕi〉 + 〈νη, w̃〉.

Thanks to (17), this implies the first equality of the Lemma. To prove the uniqueness, let w1

and w2 be non-negative solutions of equation (16). Then both, w1 and w2 are bounded by
∑n

i=1 ‖ϕi‖∞. We have,

w1(s, x) − w2(s, x) = −Ex

[

∫ τ2

0
d`r (w2

1(s+ r,Br) − w2
2(s+ r,Bs))

]

.

Hence, we can deduce

‖w1 − w2‖∞ ≤ sup
x∈D̄,s≥0

Ex

[

∫ τ2

0
d`r

∣

∣w2
1(s+ r,Br) − w2

2(s+ r,Bs)
∣

∣

]

≤ 2C
∞
∑

i=1

‖ϕi‖∞ ‖w1 − w2‖∞.

As 2C
∑∞

i=1 ‖ϕi‖∞ < 1, we get that w1 = w2 and (16) has a unique non-negative solution. �

4. Dirichlet condition on F2

4.1. The exit measure ZDir. In this section, we define a measure ZDir on F̄2 and charac-
terize it in terms of its Laplace functionals. According to Section 3, the measure ZDir can be
seen as the exit-measure of the F1-catalytic super-Brownian motion on F2. Intuitively, ZDir

describes the spatial distribution of the generic particles of a F1-catalytic super-Brownian
motion in D ”frozen” when they first hit F2.

Let us keep the same notation as in Section 3. In particular, for η ∈ Mf (D̄), the measure
Γ is the total occupation measure of the (non-catalytic) superprocess X starting at X0 = νη

(see (14) for the definition of νη).

Definition 4.1. We define the random measure ZDir on F̄2 by: for all ϕ ∈ B+(F̄2),

〈ZDir, ϕ〉 = 〈η,Q1(ϕ)〉 +

∫∫

Γ(dr, dx) ρ(x)Hx[ϕ(eτ2)1{τ2<∞}],

with Q1(ϕ)(r, x) = Ex[ϕ(Bτ2)1{τ2≤τ1}]. We call the measure ZDir the exit measure of the

F1-catalytic super-Brownian motion on F2, and write P
Z
η for its law.
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Remark 4.2. To check that ZDir is finite, we compute its first moment. Thanks to (11),

E
Z
η [〈ZDir, ϕ〉] = 〈η,Q1(ϕ)〉 + E

X
νη

[

∫∫

Γ(dr, dx) ρ(x)Hx[ϕ(eτ2)1{τ2<∞}]
]

= 〈η,Q1(ϕ)〉 +

∫

νη(ds, dx) Ex

[

∫ τ2

0
d`r ρ(Br)H

Br [ϕ(eτ2 )1{τ2<∞}]
]

= 〈η,Q1(ϕ)〉 +

∫

η(dx) Ex

[

1{τ1<τ2}EBτ1

[

∫ τ2

0
dLr H

Br [ϕ(eτ2 )1{τ2<∞}]
]]

=

∫

η(dx) Ex[ϕ(Bτ2)1{τ2≤τ1}] +

∫

η(dx) Ex

[

∫ τ2

0
dLr H

Br [ϕ(eτ2 )1{τ2<∞}]
]

=

∫

η(dx) Ex[ϕ(Bτ2)1{τ2≤τ1}] +

∫

η(dx) Ex

[

1{τ1<τ2}ϕ(Bτ2)]
]

=

∫

η(dx) Ex[ϕ(Bτ2)],

where we used Lemma 2.1 (or (19)) and the definition of νη, (14), for the third equality, the
strong Markov property for B for the fourth and (5) for the fifth.

Recall the definition of the constant C = supx∈D̄ Ex[`τ2 ] <∞.

Lemma 4.3. For any ϕ ∈ B+(F̄2),

E
Z
η

[

exp−〈ZDir, ϕ〉
]

= exp−〈η, w〉,
where (w(x), x ∈ D̄) is a non-negative solution of the integral equation on D̄ given by

(21) w(x) + Ex

[
∫ τ2

0
d`r w

2(Br)

]

= Ex[ϕ(Bτ2)].

If we additionally assume that 2C‖ϕ‖∞ < 1, then the non-negative solution w is also unique.

Proof. Using φ(x, r) := ρ(x)Hx[ϕ(eτ2 )], we can compute

E
Z
η

[

exp−〈ZDir, ϕ〉
]

=E
X
νη

[

exp−(〈η,Q1(ϕ)〉 + 〈Γ, φ〉)
]

=exp−(〈η,Q1(ϕ)〉 + 〈νη, v〉),
where, thanks to the second part of Lemma 3.1, the function v is a non-negative solution on
F1 of the integral equation,

v(x) + Ex

[
∫ τ2

0
d`r v

2(Br)

]

=Ex

[
∫ τ2

0
d`r ρ(Br)H

Br [ϕ(eτ2)1{τ2<∞}]

]

=Ex

[
∫ τ2

0
dLr H

Br [ϕ(eτ2)1{τ2<∞}]

]

=Ex[1{τ1<τ2}ϕ(Bτ2)],(22)

where we used (19) for the second equality and (5) for the last equality. We define for x ∈ D̄,

w(x) := Q1(ϕ)(x) + Ex[1{τ1<τ2}v(Bτ1)].

Notice that 〈η, w〉 = 〈η,Q1(ϕ)〉 + 〈νη, v〉. In particular, we have

E
Z
η

[

exp−〈ZDir, ϕ〉
]

= exp−〈η, w〉.
Using the strong Markov property of B and (22), we get that w is a non-negative solution of
(21). The proof of uniqueness is similar to the one for Proposition 3.3. �
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4.2. Properties of the dual function w. Fix ϕ ∈ B+(F̄2) continuous (and of course
bounded). Let w be the non-negative function defined on D̄ by

(23) w(x) := − log E
Z
δx

[

exp−〈ZDir, ϕ〉
]

,

where δx is the Dirac mass at x. Notice that w is bounded, as (21) implies ‖w‖∞ ≤ ‖ϕ‖∞.
In this section, we establish some properties of the function w. We use techniques similar to
those developed in [1].

Lemma 4.4. Let x ∈ D̄, and T be a finite Ft-stopping time. Then, we have

Ex[w(Bτ2∧T )] − w(x) = Ex

[
∫ τ2∧T

0
d`s w

2(Bs)

]

.

Proof. Applying the strong Markov property at time τ2∧T , the integral equation for w yields

Ex

[

∫ τ2

0
d`sw

2(Bs)
]

=Ex

[

∫ τ2∧T

0
d`sw

2(Bs)
]

+ Ex

[

∫ τ2

τ2∧T
d`sw

2(Bs)
]

=Ex

[

∫ τ2∧T

0
d`sw

2(Bs)
]

+ Ex

[

EBτ2∧T

[

∫ τ2

0
d`sw

2(Bs)
]]

=Ex

[

∫ τ2∧T

0
d`sw

2(Bs)
]

+ Ex

[

EBτ2∧T
[ϕ(Bτ2 )] − w(Bτ2∧T )

]

=Ex

[

∫ τ2∧T

0
d`sw

2(Bs)
]

+ Ex[ϕ(Bτ2)] − Ex[w(Bτ2∧T )].

On the other hand, the integral equation for w also gives,

Ex

[

∫ τ2

0
d`sw

2(Bs)
]

= Ex[ϕ(Bτ2)] − w(x),

which completes the proof of the lemma. �

Using Lemma 4.4, we can easily show that the function w is harmonic in D.

Lemma 4.5. The function w is in C2(D) and solves ∆u = 0 in D.

Proof. Let x ∈ D. As D is open, we may find an open ball around x denoted by Ox such
that Ox ⊂ D. Let T := inf{t > 0 : Bt ∈ ∂Ox} be the first hitting time of the boundary, ∂Ox,
of Ox. As T < τ2 a.s., Lemma 4.4 gives that w(x) = Ex[w(BT )]. Hence, w is harmonic in D
and therefore belongs to C2(D). �

For A,B ⊆ R
d let d(A,B) := inf{|a − b| : a ∈ A, b ∈ B} denote the Euclidean distance

between the sets A and B.

Lemma 4.6. The function w is continuous on D̄.

Remark 4.7. In particular, the process MDir = (MDir
t , t ≥ 0) defined by

MDir
t := w(Bt∧τ2) − w(B0) −

∫ t∧τ2

0
d`sw

2(Bs)

is a continuous Ft-martingale.
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Proof of Lemma 4.6. As we already know that w is continuous in D, it remains to deal with
∂D.

First case. Let y ∈ F̄2. As w is bounded, say by M , we have

Ex

[
∫ τ2

0
d`sw

2(Bs)

]

≤M2
Ex[`τ2 ],

which converges to 0 as x→ y by Lemma 6.3. As ϕ is continuous, we have by Lemma 6.5,

lim
x→y

Ex[ϕ(Bτ2)] = ϕ(y).

Hence by (21) w is continuous at y.

Second case. Let y ∈ F1. As F1 is relatively open there exists an open ball Oy around y such
that Oy ∩ F2 = ∅ and d(Oy ∩ D̄, F2) > 0. By Lemma 4.4 applied to the deterministic time
T = t > 0, we have for all x ∈ Oy ∩ D̄,

w(x) = Ex[w(Bτ2)1{τ2≤t}] + Ex[w(Bt)1{τ2>t}] − Ex

[

∫ τ2∧t

0
d`sw

2(Bs)
]

= Ex[w(Bτ2)1{τ2≤t}] + Ex[w(Bt)] − Ex[w(Bt)1{τ2≤t}] − Ex

[

∫ τ2∧t

0
d`sw

2(Bs)
]

.

Now, for a fixed t > 0, the function x 7→ Ex[w(Bt)] is continuous, and all other expressions
in the right-hand-side of the last equation converge to zero, uniformly in x ∈ Oy ∩ D̄, as t ↓ 0
using Lemma 6.8 and (40), with n = 1, for the last term. �

4.3. Weak solutions of the Neumann Problem. Notice that, by Lemmas 4.5 and 4.6,
we have w ∈ C2(D) ∩ C(D̄) and ∆w = 0 in D. Moreover, (21) implies w = ϕ on F2. Assume
additionally that w ∈ C1(D̄). Then it is easy to show using Lemma 4.4 that ∂nw + 2w2 = 0
on F1. Hence, w is a strong solution of the mixed Dirichlet non-linear Neumann boundary
value problem,

(24)







∆u = 0 in D,
u = ϕ on F2,
∂nu+ 2u2 = 0 on F1.

It is easy to check that strong solutions are also unique (see [17] for the details). In general,
it is not clear that w belongs to C1(D̄). However, w is a solution (24) in a weak sense.

Let us define a set of test functions by

S1 :=
{

φ ∈ C2(D) ∩ C1(D̄); ∆φ is bounded in D, ∂nφ = 0 on F1, φ = 0 on F2

}

.

Recall ϕ ∈ B+(F̄2) is assumed to be a continuous function.

Definition 4.8. A bounded function u ∈ B+(D̄) is called a weak solution of the mixed
Dirichlet non-linear Neumann boundary value problem (DNP) given by (24) if u ∈ C(D̄) and
for every test function φ ∈ S1,

(25)

∫

D
dxu(x)∆φ(x) =

∫

F2

σ(dy) ∂nφ(y)ϕ(y) + 2

∫

F1

σ(dy)φ(y)u2(y).

Remark 4.9. Notice that it follows directly by Greens second identity, that any strong solution
is also a weak solution of the (DNP) (24). This indeed motivates Definition 4.8.
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Proposition 4.10. A non-negative function u ∈ C(D̄) such that u = ϕ on F2, is a weak
solution of (DNP) (24), if the process M = (Mt, t ≥ 0) defined on [0,+∞) by

Mt := u(Bt∧τ2) − u(B0) −
∫ t∧τ2

0
d`r u

2(Br)

is a continuous Ft-martingale.

Proof. Assume that u ∈ C(D̄) is non-negative and M = (Mt, t ≥ 0), as defined in the
statement of the proposition, is a continuous Ft-martingale. We have,

Ex

[

u(Bt∧τ2) − u(x)
]

= Ex

[

∫ t∧τ2

0
d`r u

2(Br)
]

.

Rewriting this equation, we obtain

Ex

[

u(Bt) − u(x)
]

= Ex

[

∫ t∧τ2

0
d`r u

2(Br)
]

− Ex

[

1{τ2<t}

(

u(Bτ2) − u(Bt)
)]

.

Multiplying with φ ∈ S1 and integrating over D yields,
∫

D
dxφ(x)Ex

[

u(Bt) − u(x)
]

=

∫

D
dxφ(x)Ex

[

∫ t∧τ2

0
d`r u

2(Br)
]

−
∫

D
dxφ(x)Ex

[

1{τ2<t}

(

u(Bτ2) − u(Bt)
)]

.(26)

Thanks to the symmetry of the reflecting Brownian motion, we can rewrite the left hand side:
∫

D
dxφ(x)Ex

[

u(Bt) − u(x)
]

=

∫

D
dxu(x)Ex

[

φ(Bt) − φ(x)
]

.

By Lemma 6.1, the process Y = (Yt, t ≥ 0) defined by

Yt := φ(Bt) − φ(B0) − 1
2

∫ t

0
ds∆φ(Bs) + 1

2

∫ t

0
d`s∂nφ(Bs)

is a continuous Ft-martingale. Hence, as 0 = Ex[Y0] = Ex[Yt], we have

Ex

[

φ(Bt) − φ(x)
]

= 1
2Ex

[

∫ t

0
ds∆φ(Bs)

]

− 1
2Ex

[

∫ t

0
d`s ∂nφ(Bs)

]

.

Therefore, we can rewrite (26) to

1

t

∫

D
dxu(x)Ex

[

∫ t

0
ds∆φ(Bs)

]

− 1

t

∫

D
dxu(x)Ex

[

∫ t

0
d`s ∂nφ(Bs)

]

= 2
1

t

∫

D
dxφ(x)Ex

[

∫ t∧τ2

0
d`r u

2(Br)
]

− 2
1

t

∫

D
dxφ(x)Ex

[

1{τ2<t}

(

u(Bτ2) − u(Bt)
)]

,

where we also divided by t > 0. By Lemma 6.6, 6.7, 6.9 and 6.10, and letting t ↓ 0, we see
that

∫

D
dxu(x)∆φ(x) −

∫

∂D
σ(dy)u(y)∂nφ(y) = 2

∫

F1

σ(dy)φ(y)u2(y).

As u = ϕ on F2, ∂nφ = 0 on F1, we get that u is a weak solution of (DNP) given by (24). �

Corollary 4.11. The function w given by (23) is a non-negative weak solution of (DNP)
(24).

Proof. That follows directly from Remark 4.7 and Proposition 4.10. �
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5. Neumann condition on F2

In this section, we give a probabilistic representation formula for the boundary value problem
(1), where the Dirichlet condition on F2 is replaced by a Neumann condition. We first consider
the approximating problem







∆u = 2θu in D
∂nu− 2ϕ = 0 on F2

∂nu+ 2u2 = 0 on F1

for θ > 0, and then we let θ tend to zero. Similar techniques to those we use can already be
found in [2].

5.1. The measure ZNeu

θ and its dual. We use the same notation as in the last sections.
For i = 1, 2, let `i denote the local time of B on Fi, i.e.

d`ir = 1Fi
(Br) d`r.

Let N be a Poisson measure on R+ × R+ with intensity dx dt, independent of the reflecting
Brownian motion B. Denote by (xi, ti) the atoms of this measure and set, for R0 ∈ [0,+∞]
given,

Rt := R0 ∧ inf{xi : ti ≤ t},
with the convention inf ∅ = +∞. The Markov process R = (Rt, t ≥ 0) is a càdlàg decreasing
R+ ∪ {∞} valued process. Moreover, for every t ≥ 0, θ ≥ 0, we have

(27) P(Rt > θ|R0) = 1{R0>θ}P(N ([0, θ] × [0, t]) = 0) = 1{R0>θ} e−θt .

Let E′ := R+ × F1 × [0,∞]. In the spirit of Section 3, we define the E ′-valued time-
homogeneous Markov process (ζt, t ≥ 0) by

ζt := (`1,−1
t , B ◦ `1,−1

t , R ◦ `1,−1
t )

and denote by P
ζ
t,x̂ its law started at x̂ ∈ E ′ at time t ≥ 0.

For ν ∈ Mf (E′) and t ≥ 0, let P
X′

t,ν denote the law of the quadratic (non-catalytic) superpro-

cess X ′ = (X ′
s′ , s

′ ≥ t) with spatial motion ζ, starting at ν at time t. We shall write P
X′

ν for

P
X′

0,ν . The total occupation measure ΓNeu of the superprocess X ′ is defined under P
X′

t,ν by

ΓNeu(dr, dx, dk) :=

∫ ∞

t
ds′X ′

s′(dr, dx, dk).

Lemma 5.1. Let θ > 0 and φ̃ ∈ B+(E′) be of the form φ̃(r, x, k) = 1{k>θ}φ(x), where
φ ∈ B+(F1) is bounded. Then the function ṽ defined on E ′ by

E
X′

ν

[

exp−〈ΓNeu, φ̃〉
]

= exp−〈ν, ṽ〉,

is of the form ṽ(r, x, k) = 1{k>θ}v(x), where v ∈ B(F1) is a non-negative solution of the
integral equation on F1,

(28) v(x) + Ex

[

∫ ∞

0
d`r e−θr v2(Br)1F1

(Br)
]

= Ex

[

∫ ∞

0
d`r e−θr φ(Br)1F1

(Br)
]

.

Remark 5.2. By (39), and as φ is bounded, the quantity Ex

[

∫ ∞

0
d`r e−θr φ(Br)1F1

(Br)
]

is

uniformly bounded on F1. Therefore, v is bounded. Of course, this argument fails for θ = 0.
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Proof. Let φ̃ ∈ B+(E′) be bounded, such that φ̃(r, x, k) = 1{k>θ}φ(x). We proceed as in the
proof of Lemma 3.1. As a special case of the weighted occupation time formula (see e.g. [11,
II.3]) we have for all functions h ∈ B+(R+) with compact support,

(29) E
X′

t,ν

[

−
∫ ∞

t
ds′ h(s′)〈X ′

s′ , φ̃〉
]

= exp−〈ν, ṽt〉,

where ṽ ∈ B+(R+ ×E′) is the unique non-negative solution of the integral equation,

ṽt(x̂) + E
ζ
t,x̂

[

∫ ∞

t
ds′ ṽ2

s′(ζs′)
]

= E
ζ
t,x̂

[

∫ ∞

t
ds′ h(s′)φ̃(ζs′)

]

.

Using the definition of ζ and the substitution `1r = s′ we obtain with x̂ = (s, x, k) ∈ E ′,

ṽt(s, x, k) + E
ζ
t,(s,x,k)

[

∫ ∞

`1,−1

t =s
d`1r ṽ

2
`1r

(r,Br, Rr)
]

= E
ζ
t,(s,x,k)

[

∫ ∞

`1,−1

t =s
d`1r h(`

1
r)1{Rr>θ}φ(Br)

]

.(30)

Using time homogeneity for ζ and B, independence between B and R, and (27), we have

E
ζ
t,(s,x,k)

[

∫ ∞

`1,−1

t =s
d`1r h(`

1
r)1{Rr>θ}φ(Br)

]

= 1{k>θ}Ex

[

∫ ∞

0
d`1r h(`

1
r + t) e−θr φ(Br)

]

.

In particular, this quantity vanishes for k ≤ θ. Since ṽt is non-negative, we deduce from (30)
that ṽ(r, x, k) = 0 if k ≤ θ. Also notice, that for k > θ, the left hand side of (30) does not

depend on k. In particular, ṽk0

t defined by ṽk0

t (s, x, k) = ṽt(s, x, k ∧ k0) also solves (30) for
any k0 > θ. By uniqueness, we get that ṽ does not depend on k on {k > θ}. Hence, we
deduce that ṽt(r, x, k) = 1{k>θ}v̄t(r, x), where v̄t is the unique non-negative solution on F1 of
the integral equation,

v̄t(s, x) + Ex

[

∫ ∞

0
d`1r e−θr v̄2

`1r+t(r + s,Br)
]

= Ex

[

∫ ∞

0
d`1r h(`

1
r + t) e−θr φ(Br)

]

.

We complete the proof using similar arguments as those following equation (13) in the proof
of Lemma 3.1. �

Remark 5.3. It is not clear that (28) has a unique solution. However, if ‖φ‖∞ is small enough
(depending on θ > 0), then arguing as in the end of the proof of Proposition 3.3, one can
show that (28) has a unique solution. Moreover, Lemma 5.1 allows us to compute the first
moment of ΓNeu: for all φ ∈ B+(F1),

(31) E
X′

ν

[

〈ΓNeu, φ̃〉
]

=

∫

E′

ν(ds, dx, dk)1{k>θ}Ex

[

∫ ∞

0
d`r e−θr φ(Br)1F1

(Br)
]

,

where φ̃(r, x, k) = 1{k>θ}φ(x).

Let η ∈ Mf (D̄) and define νη,θ to be the law of (τ1, Bτ1), killed at an independent exponential
time of rate θ, with B0 distributed according to η:

(32) 〈νη,θ, ψ〉 =

∫

η(dx) Ex

[

e−θτ1 ψ(τ1, Bτ1)
]

.

Moreover, we write νη = νη,0.

We write ν ≥ ν ′ for ν, ν ′ ∈ Mf (E) if 〈ν, g〉 ≥ 〈ν ′, g〉 for any g ∈ B+(E). Notice that
(νη,θ, θ ≥ 0) is a decreasing sequence of measures.
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Remark 5.4. Let us write ΓNeu
θ for the random measure ΓNeu defined under P

X′

νη,θ⊗δ∞
. Thanks

to the Poissonian representation of superprocesses, due to the branching property (see e.g.
Theorem 4.2.1 [7]), one can construct all the family (ΓNeu

θ , θ ≥ 0) on the same probability
space in such a way, that this family is a decreasing sequence of measures. We shall use this
remark later.

Definition 5.5. Let θ ≥ 0. We define the random measure ZNeu
θ on F̄2 by: for all ϕ ∈

B+(F̄2),

〈ZNeu
θ , ϕ〉 = 〈η,Qθϕ〉 +

∫

E′

ΓNeu
θ (ds dx dk)1{k>θ}ρ(x)H

x
[

∫ ∞

0
d`r e−θr ϕ(er)

]

,

where

Qθϕ(x) := Ex

[

∫ τ1

0
d`r e−θr ϕ(Br)

]

.

We call ZNeu
θ the Neumann boundary measure and denote by P

Z
η,θ its law.

From now on, we assume that θ > 0.

Remark 5.6. To see that the random measure ZNeu
θ is finite for θ > 0, we can perform a first

moment calculation. Using (31), (32), Lemma 2.1, the exit formula (6), the strong Markov
property of B and the definition of Qθ, we get

E
Z
η,θ

[

〈ZNeu
θ , ϕ〉

]

= 〈η,Qθϕ〉 +

∫ �

+×F1

νη,θ(ds, dx)

× Ex

[

∫ ∞

0
d`r e−θr ρ(Br)1F1

(Br)H
Br

[

∫ ∞

0
d`r′ e−θr′ ϕ(er′))

]]

= 〈η,Qθϕ〉

+

∫

η(dx) Ex

[

e−θτ1 EBτ1

[

∫ ∞

0
dLr e−θr HBr

[

∫ ∞

0
d`r′ e−θr′ ϕ(er′)

]]]

= 〈η,Qθϕ〉 +

∫

η(dx) Ex

[

e−θτ1 EBτ1

[

∫ ∞

τ1

d`r e−θr ϕ(Br)1F2
(Br)

]]

= 〈η,Qθϕ〉 +

∫

η(dx) Ex

[

∫ ∞

τ1

d`r e−θr ϕ(Br)1F2
(Br)

]

=

∫

η(dx) Ex

[

∫ ∞

0
d`r e−θr ϕ(Br)1F2

(Br)
]

,

which is finite, thanks to (39). This argument fails if θ = 0, as the first moment is infinite if
∫

F2
σ(dy) ϕ(y) > 0.

Recall the notation of the constants (cθ, θ > 0) from (39).

Lemma 5.7. Let θ > 0. We have for all ϕ ∈ B+(F̄2),

E
Z
η,θ

[

exp−〈ZNeu
θ , ϕ〉

]

= exp−〈η, wθ〉,
where (wθ(x), x ∈ D̄) is a non-negative solution of the integral equation on D̄,

(33) wθ(x) + Ex

[

∫ ∞

0
d`r e−θr w2

θ(Br)1F1
(Br)

]

= Ex

[

∫ ∞

0
d`r e−θr ϕ(Br)1F2

(Br)
]

.

If additionally we assume that ϕ is bounded with 2c2θ‖ϕ‖∞ < 1, then the integral equation
(33) has a unique solution.
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Remark 5.8. If ϕ is bounded, (33) implies that wθ is bounded by cθ‖ϕ‖∞. In general, for
θ = 0, i.e. without killing, the right hand side of the integral equation (33) is infinite. See
also Proposition 5.16.

Proof. Let φ̃ ∈ B+(E′) defined by φ̃(s, x, k) = 1{k>θ}φ(x), where

φ(x) = ρ(x)Hx
[

∫ ∞

0
d`r e−θr ϕ(er)

]

.

We have

E
Z
η,θ

[

exp−〈ZNeu
θ , ϕ〉

]

= E
X′

νη,θ

[

exp−
(

〈η,Qθϕ〉 + 〈ΓNeu
θ , φ〉

)]

= exp−
(

〈η,Qθϕ〉 + 〈νη,θ, ṽθ〉
)

,

where thanks to Lemma 5.1 ṽθ(s, x) = vθ(x) is a non-negative solution on F1 of

vθ(x) + Ex

[

∫ ∞

0
d`r e−θr v2

θ(Br)1F1
(Br)

]

= Ex

[

∫ ∞

0
d`r e−θr ρ(Br)1F1

(Br)H
Br

[

∫ ∞

0
d`r′ e−θr′ ϕ(er′)

]]

.

= Ex

[

∫ ∞

0
dLr e−θr HBr

[

∫ ∞

0
d`r′ e−θr′ ϕ(er′)

]]

.

= Ex

[

∫ ∞

τ1

d`r e−θr ϕ(Br)1F2
(Br)

]

,(34)

where we used Lemma 2.1 for the second equality and the exit-formula (6) for the last. Define
for x ∈ D̄,

wθ(x) := Qθϕ(x) + Ex

[

e−θτ1 vθ(Bτ1)
]

,

and notice that wθ = vθ on F1. Moreover, we have by construction that

〈η, wθ〉 = 〈η,Qθϕ〉 + 〈νη,θ, ṽθ〉.
Using the strong Markov property of B and (34) one checks that wθ solves (33). If 2c2θ‖ϕ‖∞ <
1, we get the uniqueness as in the end of the proof of Proposition 3.3. �

The following Lemma play the same rôle in this section as Lemma 4.4 in Section 4.2 and can
be proved using the same techniques.

Lemma 5.9. Let θ > 0 and ϕ bounded. Let T be a finite Ft-stopping time, then

wθ(x) + Ex

[

∫ T

0
d`r e−θr w2

θ(Br)1F1
(Br)

]

= Ex

[

e−θT wθ(BT )
]

+ Ex

[

∫ T

0
d`r e−θr ϕ(Br)1F2

(Br)
]

.

5.2. Weak solution of the θ-approximation. Fix a continuous non-negative function
ϕ ∈ C(F̄2). And define a function wθ on D̄ by

wθ(x) := − log E
Z
δx,θ

[

exp−〈ZNeu
θ , ϕ〉

]

.

We assume throughout this section that θ > 0. By Remark 5.8, we have that wθ is bounded.

Proposition 5.10. Let θ > 0. The function wθ belongs to C2(D) and solves ∆wθ = 2θwθ.

Proof. This can be proved from Lemma 5.9, using standard results on killed Brownian motion,
in the same way as Lemma 4.5 is deduced from Lemma 4.4. �
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Lemma 5.11. The function wθ is continuous on D̄.

Proof. Lemma 5.9 applied to the deterministic time T = t > 0, yields

wθ(x) = Ex

[

e−θt wθ(Bt)
]

+ Ex

[

∫ t

0
d`r e−θr

[

ϕ(Br)1F2
(Br) − w2

θ(Br)1F1
(Br)

]

]

.

As ϕ and wθ are bounded, we have thanks to (40), that the last term of this equality decreases
to 0 as t ↓ 0 uniformly in x. As the second term is continuous in x the proof is complete. �

Remark 5.12. In particular, the process MNeu = (MNeu
t , t ≥ 0) defined by

MNeu
t := e−θt wθ(Bt) − wθ(B0) +

∫ t

0
d`r e−θr

[

ϕ(Br)1F2
(Br) − w2

θ(Br)1F1
(Br)

]

,

is a continuous Ft-martingale. Thus the process NNeu = (NNeu
t , t ≥ 0) defined by NNeu

0 = 0
and dNNeu

t = eθt dMNeu
t , that is

NNeu
t = wθ(Bt) − wθ(B0) − θ

∫ t

0
dr wθ(Br) +

∫ t

0
d`r

[

ϕ(Br)1F2
(Br) − w2

θ(Br)1F1
(Br)

]

,

is also a continuous Ft-martingale.

Let us define a space of test functions S2 by

S2 :=
{

φ ∈ C2(D) ∩ C1(D̄); ∆φ bounded; ∂nφ = 0 on ∂D
}

.

Definition 5.13. Let θ ≥ 0. A function u ∈ B+(D̄) is said to be a weak solution of the
boundary value problem

(35)







∆u = 2θu in D,
∂nu− 2ϕ = 0 on F2,
∂nu+ 2u2 = 0 on F1,

if u ∈ C(D̄) and for all φ ∈ S2,
∫

D
dxu(x)∆φ(x) = 2θ

∫

D
dxu(x)φ(x) − 2

∫

F2

σ(dy)φ(y)ϕ(y) + 2

∫

F1

σ(dy)u2(y)φ(y).

Notice any non-negative strong solution of (35) is a weak solution.

Proposition 5.14. A non-negative function u ∈ C(D̄) is a weak solution of the boundary
value problem (35) if and only if the process N = (Nt, t ≥ 0) defined by

Nt = u(Bt) − u(B0) − θ

∫ t

0
dr u(Br) +

∫ t

0
d`r

[

ϕ(Br)1F2
(Br) − u2(Br)1F1

(Br)
]

,

is a continuous Ft-martingale.

Proof. First assume that u ∈ C(D̄) is a weak solution of (35) and let x ∈ D̄. Thanks to the
Markov property of B, we have for 0 < s < t,

Ex[Nt|Fs] = Ns + EBs [Nt−s].

Thus, to prove the process N is a Ft-martingale, it is enough to check that Ex[Nt] = 0 for all
t > 0. Let s > 0. As ps(x, ·) ∈ S2 (see appendix, section 6.1), we compute, using the integral
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equation for u and φ(y) = ps(x, y),

d

ds
Ex[u(Bs)] =

∫

D
dy u(y)∂sps(x, y)

=

∫

D
dy u(y) 1

2∆yps(x, y)

= θ

∫

D
dy u(y)ps(x, y) −

∫

F2

σ(dy) ps(x, y)ϕ(y) +

∫

F1

σ(dy) ps(x, y)u
2(y).

For ε > 0, integrating from ε to t gives,

Ex[u(Bt)] − Ex[u(Bε)] = θ

∫ t

ε
drEx[u(Br)] − Ex

[

∫ t

ε
d`2r ϕ(Br)

]

+ Ex

[

∫ t

ε
d`1 u2(Br)

]

.

Hence, by continuity of u, we see that Ex[Nt] = 0 as ε ↓ 0.

Let u ∈ C(D̄) and assume now that for any x ∈ D̄, the process N is a continuous Ft-
martingale. As Ex[Nt] = 0, we have

Ex[u(Bt)] − u(x) = θ

∫ t

0
drEx[u(Br)] − Ex

[

∫ t

0
d`2r ϕ(Br)

]

+ Ex

[

∫ t

0
d`1 u2(Br)

]

.

Let φ ∈ S2. Multiplying the last equation by φ and integrating over D yields
∫

D
dxu(x)Ex[φ(Bt) − φ(x)] = θ

∫

D
dxφ(x)

∫ t

0
drEx[u(Br)]

−
∫

D
dxφ(x)Ex

[

∫ t

0
d`r

[

ϕ(Br)1F2
(Br) − u2(Br)1F1

(Br)
]

]

,(36)

where we used for the first term the symmetry of the reflecting Brownian motion. Since
φ ∈ S2, by Lemma 6.1 the process Y = (Yt, t ≥ 0) defined by

Yt := φ(Bt) − φ(B0) − 1
2

∫ t

0
ds∆φ(Bs)

is also an Ft-martingale. Hence, we have Ex[φ(Bt) − φ(x)] = 1
2Ex

[
∫ t

0
ds∆φ(Bs)

]

. Thus,

dividing (36) by t > 0, gives

1

2t

∫

D
dxu(x)Ex

[
∫ t

0
ds∆φ(Bs)

]

=
1

t
θ

∫

D
dxφ(x)Ex

[

∫ t

0
dr u(Br)

]

− 1

t

∫

D
dxφ(x)Ex

[

∫ t

0
d`r ϕ(Br)1F2

(Br)
]

+
1

t

∫

D
dxφ(x)Ex

[

∫ t

0
d`r u

2(Br)1F1
(Br)

]

.

Hence, we complete the proof applying Lemmas 6.6 and 6.7. �

Proposition 5.15. The function wθ is a non-negative weak solution of the boundary value
problem (35). If additionally 2c2θ‖ϕ‖∞ < 1, then the solution wθ is also unique.

Proof. It follows immediately from Remark 5.12 and Proposition 5.14 that wθ is a weak
solution of (35). To prove uniqueness, let u ∈ B+(D̄) be a weak solution of (35) and assume
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2c2θ‖ϕ‖∞ < 1. Thanks to Proposition 5.14 and Remark 5.12, the process M = (Mt, t ≥ 0)
defined by

Mt := e−θt u(Bt) − u(B0) +

∫ t

0
d`r e−θr ϕ(Br)1F2

(Br) −
∫ t

0
d`r e−θr u2(Br)1F1

(Br),

is a continuous Ft-martingale, as well as dMt = e−θt dNt. As u and ϕ are bounded and thanks
to (39), we have that M is a uniformly integrable martingale. Hence (Mt, t ≥ 0) converges
almost surely and in L1 to a limit, say M∞, with Ex[M∞] = Ex[M0] = 0. Therefore, u is a
non-negative solution of the integral equation,

u(x) + Ex

[

∫ ∞

0
d`r e−θr u2(Br)1F1

(Br)
]

= Ex

[

∫ ∞

0
d`r e−θr ϕ(Br)1F2

(Br)
]

.

As 2c2θ‖ϕ‖∞ < 1, by Lemma 5.7 wθ is the only non-negative solution of the last displayed
equation. Hence, we have u = wθ. �

5.3. The case θ ↓ 0. Let ϕ ∈ B+(F2) be bounded.

Observe that thanks to Remark 5.4, one can assume that (ΓNeu
θ , θ > 0) is an increasing

sequence of measures as θ ↓ 0. Notice also that (Qθϕ, θ > 0) is also an increasing sequence of
functions as θ ↓ 0. From the definition of ZNeu

θ , we deduce that the sequence (ZNeu
θ , θ > 0)

is also an increasing sequence of measures as θ ↓ 0. Let ZNeu be its limit as θ ↓ 0. (One
could check that ZNeu as the same law as ZNeu

0 .) By dominated convergence, we get that
(wθ, θ > 0) increases to a limit, say w, as θ ↓ 0, defined on D̄ by

w(x) = − log E
Z
δx

[

exp−〈ZNeu, ϕ〉
]

.

From now on, we assume that ∂F = ∅, that is F̄1 ∩ F̄2 = ∅.

Proposition 5.16. The function w is bounded on D̄. More precisely, there exists a finite
constant c independent of ϕ, such that for any x ∈ D̄,

w(x) ≤ c

(

‖ϕ‖∞ +
√

‖ϕ‖∞
)

.

Proof. For ε > 0, we set F ε
1 = {x ∈ D̄ : d(x, F1) ≤ ε}, the ε-neighborhood of F1 in D̄. Since

∂F = ∅, there exists ε > 0, such that F ε
1 ∩ F2 = ∅. Let τ ε

1 the first exit time of F ε
1 :

τ ε
1 (e) = inf{s > 0 : e(s) 6∈ F ε

1 },
for e ∈ D (recall notations from Section 2.2). In particular, using the strong Markov property
of the exit measure Hx, we have that for any x ∈ F1,

Hx
[

∫ ∞

0
d`r

]

= Hx
[

1{τε
1
<∞}

∫ τ1

τε
1

d`r

]

= Hx
[

1{τε
1
<∞}Ee(τε

1
)[`τ1 ]

]

≤ cHx
[

τ ε
1 <∞

]

,

where we used Lemma 6.3 for the last inequality. Arguing as in the proof of Lemma 8.3 of
[6], we have that

sup
x∈F1

Hx
[

τ ε
1 <∞

]

<∞.

This implies that Hx
[

∫ ∞

0
d`r

]

is bounded on F1 say by C0.
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Since, thanks to Corollary 6.11, ρ is bounded by a constant, say C1, we get from Definition
5.5, that for ϕ ≥ 0,

0 ≤ 〈ZNeu
θ , ϕ〉 ≤ ‖ϕ‖∞

[
∫

η(dx)Ex[`τ1 ] + C0C1〈ΓNeu
θ ,1〉

]

.

From Remark 5.4, and Lemma 6.3, we get there exists a finite constant c, such that

0 ≤ 〈ZNeu, ϕ〉 ≤ c ‖ϕ‖∞
[

〈η,1〉 + 〈ΓNeu
0 ,1〉

]

.

It is well known that the total mass of the superprocess X ′, 〈ΓNeu
0 ,1〉, started at νη is

distributed according the law of a stable subordinator of index 1/2 at time 〈νη,1〉. (The
solution of the integral equation (30), with θ = 0, φ = λ1 and h(t) = 1[0,T ](t) is given by

ṽt =
√
λ

sinh((T − t)/4
√
λ)

cosh((T − t)/4
√
λ)

for t ∈ [0, T ]. Then, letting T → ∞, we deduce from (29) that

the log-Laplace transform of 〈ΓNeu
0 ,1〉 is exactly

√
λ〈νη,1〉.) In particular, we deduce that

E
Z
η

[

e−〈ZNeu,ϕ〉
]

≤ e
−c〈η,1〉

�
‖ϕ‖∞ +

√
‖ϕ‖∞ � ,

for a finite constant c independent of ϕ and η. Since this holds for any finite measure η, this
implies the proposition. �

Lemma 5.17. The function w is continuous on D̄.

Proof. As w is bounded, we obtain from Lemma 5.9 applied to the deterministic time T =
t > 0 and dominated convergence,

w(x) = Ex[w(Bt)] + Ex

[

∫ t

0
d`2r ϕ(Br)

]

− Ex

[

∫ t

0
d`1r w

2(Br)
]

.

Then, we can deduce the continuity of w, following the proof of Lemma 5.11. �

The following Proposition is now obvious from Proposition 5.15 and dominated convergence:

Proposition 5.18. The function w is a weak solution to the nonlinear Neumann boundary
value problem (35) with θ = 0.

6. Appendix

6.1. Reflecting Brownian motion in D. The reflecting Brownian motion B = (Bt, t ≥ 0)
is a strong Markov process on D̄, with transition density pt(x, y) defined on (0,∞)× D̄× D̄.
The density has the following properties (see [9] or [16]):

(i) pt(x, y) is continuously differentiable in t > 0 for fixed (x, y) ∈ D̄× D̄, and for ε > 0, its
derivative is uniformly bounded for t ≥ ε, (x, y) ∈ D̄ × D̄. As a function of x, pt(x, y)
belongs to C1(D̄) ∩ C2(D) for fixed t ∈ R+, y ∈ D̄.

(ii) pt(x, y) solves the heat equation inside D

∂tpt(x, y) = 1
2∆xpt(x, y) for (t, x, y) ∈ R+ ×D × D̄,

with the boundary condition

∂nxpt(x, y) = 0 for (t, x, y) ∈ R+ × ∂D × D̄.

(iii) For any x ∈ D̄ and f ∈ B(D̄), bounded and continuous at x, we have

lim
t↓0

∫

D̄
dy f(y)pt(x, y) = f(x).
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The function pt(x, y) is symmetric in x and y, positive and satisfies

∫

D
dy pt(x, y) = 1.

Moreover, for any bounded f ∈ B(D̄), t > 0, the function x 7→
∫

dy pt(x, y)f(y) is in C(D̄).

We denote by Px the law of B starting in B0 = x ∈ D̄. Let (Ft, t ≥ 0) be the filtra-
tion generated by B completed the usual way. We have the following martingale problem
characterization of the reflecting Brownian motion:

Lemma 6.1. [5] For every φ ∈ C2(D) ∩ C1(D̄), with ∆φ bounded on D,

φ(Bt) − φ(B0) − 1
2

∫ t

0
ds∆φ(Bs) + 1

2

∫ t

0
d`s ∂nφ(Bs),

is a continuous Ft-martingale.

6.2. Estimates for reflecting Brownian motion. Following [9], we have the following
estimates: there exists a constant c such that for all x ∈ D̄ and all t ∈ (0, 1],

(37)

∫

∂D
σ(dy) pt(x, y) ≤ c/

√
t,

where σ is the surface measure on ∂D. Moreover, there exist two positive constants c ′ and β
such that for all x, y ∈ D̄, t ≥ 1, we have

(38) |pt(x, y) − aD| ≤ c′ e−βt,

where a−1
D :=

∫

D dy is the d-dimensional Lebesgue measure of D. We deduce from those

inequalities that for any θ > 0, there is a constant cθ > 0 such that, for all x ∈ D̄

(39)

∫ ∞

0
dr

∫

∂D
σ(dy) e−θr pr(x, y) ≤ cθ.

From (2), (37) and (38) we get there exists a constant K such that for all t ≥ 0, we have

sup
x∈D̄

Ex[`t] ≤ K (
√
t+ t).

By induction, we deduce that for n ∈ N, there exists Kn > 0 such that for all t ≥ 0,

(40) sup
x∈D̄

Ex[(`t)
n] ≤ Kn (tn/2 + tn).

Thanks to [9, Theorem 2.5], the reflecting Brownian motion in D has the same modulus of
continuity as a standard Brownian motion in R

d. In particular, for T > 0, there exists a
constant K, such that for all t ∈ [0, T ], x ∈ D̄, a ≥ 0,

(41) Px

(

sup
0≤s≤t

|Bs − x| ≥ a
)

≤ Px

(

sup
0≤s≤t

|Ws − x| ≥ a/K
)

,

where W = (Wt, t ≥ 0) is under Px a standard Brownian motion in R
d started at x.

For i = 1, 2, let τi := inf{t > 0 : Bt ∈ Fi} be the first hitting time of Fi, with the convention
that inf ∅ = +∞.

Lemma 6.2. For any t > 0, the function x 7→ Px(τi > t) is upper semi continuous in D̄. In
particular, for all y ∈ F̄i, we have

lim
x→y;x∈D̄

Px(τi > t) = 0.
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Proof. Notice that Px(τi > t) is the non-increasing limit as ε ↓ 0 of

Ex[PBε(τi > t− ε)],

which are continuous functions of x ∈ D̄. Thus the function x 7→ Px(τi > t) is upper semi
continuous for t > 0. To conclude, notice that, since ∂D and ∂F are smooth, any point of F̄i

is regular for Fi, and thus Py(τi > t) = 0 for all y ∈ F̄i. �

Lemma 6.3. The functions x 7→ Ex[τi] and x 7→ Ex[`τi
] are bounded on D̄. Moreover, we

have for all y ∈ F̄i,

lim
x→y;x∈D̄

Ex[τi] = 0 and lim
x→y;x∈D̄

Ex

[

`τi

]

= 0.

Proof. Since Px(τi > 1) < 1 for all x ∈ D̄, we deduce from Lemma 6.2, that δ := sup
x∈D̄

Px(τi >

1) < 1. By the strong Markov property of the reflecting Brownian motion, we have for any
n ∈ N

∗,

Px(τi > n) = Ex

[

1{τi>n−1}PBn−1
(τi > 1)

]

≤ δPx(τi > n− 1),

and hence, by induction supx∈D̄ Px(τi > n) ≤ δn. Therefore,

(42) Ex[τi] =

∫ ∞

0
dtPx(τi > t) ≤

∞
∑

n=0

Px(τi > n) ≤ 1

1 − δ
<∞.

Hence, x 7→ Ex[τi] is bounded on D̄. Moreover, for y ∈ F̄i, the estimate in (42) allows us to
use dominated convergence in

lim
x→y;x∈D̄

Ex[τi] = lim
x→y;x∈D̄

∫ ∞

0
dtPx(τi > t) =

∫ ∞

0
dt lim

x→y;x∈D̄
Px(τi > t),

and the last expression is equal to zero by Lemma 6.2.

Let us now treat the function x 7→ Ex[`τi
]. It follows from the Cauchy-Schwarz inequality

and (40), that

Ex[`τi
] =

∞
∑

n=0

Ex

[

1{n<τi≤n+1}`τi

]

≤
∞
∑

n=0

Ex

[

1{τi>n}`n+1

]

≤
∞
∑

n=0

Px

(

τi > n
)1/2

Ex

[

(`n+1)
2
]1/2

≤ c
∞

∑

n=0

δn/2(n+ 1),

where c is a finite constant independent of x ∈ D̄. Hence, the function x 7→ Ex[`τi
] is bounded

on D̄.

The same arguments as in the previous part of the proof, show that the function x 7→ Ex[(`τi
)2]

is bounded. Let ε ∈ (0, 1]. Using the Cauchy-Schwarz inequality for the third line and (40),
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with n = 2, for the fourth, we obtain for all x ∈ D̄,

Ex[`τi
] = Ex[1{τi>ε}`τi

] + Ex[1{τi≤ε}`τi
]

≤ Ex[1{τi>ε}`τi
] + Ex[1{τi≤ε}`ε]

≤ Px(τi > ε)1/2
Ex[(`τi

)2]1/2 + Px(τi ≤ ε)1/2
Ex[(`ε)

2]1/2

≤ c(Px(τi > ε)1/2 +
√
ε),

where the constant c is independent of x. We conclude using Lemma 6.2. �

Lemma 6.4. For all η > 0 and all y ∈ F̄2 we have

lim
x→y; x∈D̄

Px

(

|Bτ2 − x| ≥ η
)

= 0.

Proof. First notice, that by Markov’s inequality,

Px

(

|Bτ2 − x| ≥ η
)

≤ η−2
Ex

[

|Bτ2 − x|2
]

.

Applying Lemma 6.1 to the function γ(z) := |z − x|2 yields that

Mt := |Bt − x|2 − d t+

∫ t

0
d`r ∂nγ(Br),

is a Ft-martingale under Px. Notice that |∂nγ| is bounded from above by a constant inde-
pendent of x. Hence, the optional stopping theorem applied to the stopping time t ∧ τ2 and
the martingale convergence theorem imply that

Ex

[

|Bτ2 − x|2
]

≤ C
(

Ex[τ2] + Ex

[

`τ2
])

.

Hence, the assertion follows by Lemma 6.3. �

Lemma 6.5. Let y ∈ F̄2 and ϕ ∈ C(F̄2), then

lim
x→y; x∈D̄

Ex[ϕ(Bτ2)] = ϕ(y).

Proof. Let ε > 0 and y ∈ F̄2. As ϕ is continuous on F̄2, there exists δ > 0 such that
|ϕ(y) − ϕ(z)| < ε for all z ∈ Oδ(y) ∩ F̄2, where Oδ(y) is the ball of radius δ centered at y.
Hence, we have for all x ∈ Oδ/2(y) ∩ D̄

Ex

[

|ϕ(Bτ2) − ϕ(y)|
]

= Ex

[

|ϕ(Bτ2) − ϕ(y)|1{|Bτ2
−y|<δ}

]

+ Ex

[

|ϕ(Bτ2) − ϕ(y)|1{|Bτ2
−y|≥δ}

]

≤ ε+ 2 ‖ϕ‖∞ Px

(

|Bτ2 − y| ≥ δ
)

≤ ε+ 2 ‖ϕ‖∞ Px

(

|Bτ2 − x| ≥ δ/2
)

.

We conclude using Lemma 6.4. �

6.3. Convergence Lemmas. In this section we give a series of technical Lemmas on con-
vergence.

Lemma 6.6. For every bounded function φ ∈ B(D) and every bounded function ψ ∈ C(D),

lim
t↓0

1

t

∫

D
dxφ(x)Ex

[

∫ t

0
dsψ(Bs)

]

=

∫

D
dxφ(x)ψ(x).
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Proof. Since ψ is continuous and bounded, we have that lim
t↓0

∫

pt(x, y)ψ(y) dy = ψ(x) for all

x ∈ D. This implies,

lim
t↓0

1

t

∫ t

0
ds

∫

ps(x, y)ψ(y) dy = ψ(x).

As φ and ψ are bounded, we can use dominated convergence to complete the proof. �

Lemma 6.7. For every φ ∈ C(D̄) and every bounded ψ ∈ B(∂D),

lim
t↓0

1

t

∫

D
dxφ(x)Ex

[

∫ t

0
d`s ψ(Bs)

]

=

∫

∂D
σ(dy)φ(y)ψ(y).

Proof. From (2), and the symmetry of the density kernel p, we have

1

t

∫

D
dxφ(x)Ex

[

∫ t

0
d`sψ(Bs)

]

=
1

t

∫

D
dxφ(x)

∫ t

0
ds

∫

∂D
σ(dy)ψ(y)ps(x, y)

=

∫

∂D
σ(dy)ψ(y)

1

t

∫ t

0
ds

∫

D
dxφ(x)ps(y, x).

Then, we get the result using arguments similar to the proof of Lemma 6.6. �

Denote by d(x) := d(x, F2) the distance between x and F2.

Lemma 6.8. For all T > 0, there exist constants c > 0,K > 0 (depending on T ) such that
for all t ∈ [0, T ], x ∈ D̄ with d(x) > 0,

Px(τ2 ≤ t) ≤ c

√
t

d(x)
exp−

(d(x)2

Kt

)

.

Proof. We have Px(τ2 ≤ t) ≤ Px

(

sup
0≤s≤t

|Bs − x| ≥ d(x)
)

. Then the Lemma follows from (41)

and standard result on Brownian motion. �

Recall from Section 4 that

S1 =
{

φ ∈ C2(D) ∩ C1(D̄); ∆φ is bounded in D, ∂nφ = 0 on F1, φ = 0 on F2

}

.

Lemma 6.9. For any φ ∈ S1 and every bounded ψ ∈ B(∂D),

lim
t↓0

1

t

∫

D
dxφ(x)Ex

[

∫ τ2∧t

0
d`s ψ(Bs)

]

=

∫

F1

σ(dy)φ(y)ψ(y).



26 JEAN-FRANÇOIS DELMAS AND PASCAL VOGT

Proof. As φ ∈ S1, we have in particular that φ ∈ C1(D̄) and φ = 0 on F2. Hence, there is a
constant K > 0 such that φ(x) ≤ Kd(x). Let T > 0. We have for t ∈ [0, T ],

∣

∣

∣

1

t

∫

D
dxφ(x)Ex

[

∫ t

0
d`sψ(Bs)

]

− 1

t

∫

D
dxφ(x)Ex

[

∫ τ2∧t

0
d`sψ(Bs)

]
∣

∣

∣

≤
∫

D
dx |φ(x)|1

t
Ex

[

1{τ2≤t}

∫ t

t∧τ2

d`r ψ(Br)
]

≤ K ‖ψ‖∞
∫

D
dx

d(x)

t
Ex

[

1{τ2≤t}`t
]

≤ K ‖ψ‖∞
∫

D
dx

d(x)

t
Px(τ2 ≤ t)1/2

Ex[(`t)
2]1/2

≤ c

∫

D
dx

d(x)√
t

Px(τ2 ≤ t)1/2,(43)

where c is a constant independent of t ∈ (0, T ], and where we used the Cauchy-Schwarz
inequality and (40), for the third inequality and the fourth. By Lemma 6.8, we have for all
x ∈ D,

lim
t↓0

1√
t
Px(τ2 ≤ t)1/2 = 0 and

d(x)√
t

Px(τ2 ≤ t)1/2 ≤ c,

where c is a constant independent of t ∈ (0, T ] and x ∈ D. Therefore we can apply dominated
convergence in (43) to get the result. �

Lemma 6.10. For every φ ∈ S1 and every ψ ∈ C(D̄), we have

lim
t↓0

1
t

∫

D
dx |φ(x)|Ex

[

|ψ(Bτ2) − ψ(Bt)|1{τ2<t}

]

= 0.

Proof. Let T > 0. Let c denote a constant independent of t ∈ (0, T ], which may vary. From
Lemma 6.8, we have for all t ∈ [0, T ],

∫

D
dx d(x)Px(τ2 < t) ≤ c

∫

D
dx d(x)

√
t

d(x)
exp−

(d(x)2

Kt

)

≤ c
√
t

∫ ∞

0
dr e−r2/Kt ≤ ct.

As φ ∈ S1, there is a constant K ′ > 0 such that |φ(x)| ≤ K ′d(x). Hence, we have for all
t ∈ [0, T ],

1

t

∫

D
dx |φ(x)|Ex

[

|ψ(Bτ2) − ψ(Bt)| 1{τ2<t}

]

≤ K ′

t

∫

D
dx d(x)Ex

[

1{τ2<t}EBτ2

[

sup
0≤s≤t

|ψ(Bs) − ψ(B0)|
]]

≤ c sup
x∈∂D

Ex

[

sup
0≤s≤t

|ψ(Bs) − ψ(x)|
]

.

Let ε > 0. As ψ ∈ C(D̄) and D̄ is compact, ψ is uniformly continuous on D̄ and hence there
exists δ > 0, such that, |ψ(y) − ψ(x)| < ε for all x, y ∈ D̄ with |x− y| < δ. Then, we have

sup
x∈∂D

Ex

[

sup
0≤s≤t

|ψ(Bs) − ψ(x)|
]

≤ ε+ sup
x∈∂D

Ex

[

sup
0≤s≤t

|ψ(Bs) − ψ(x)| 1{sup0≤s≤t |Bs−x|>δ}

]

≤ ε+ 2 ‖ψ‖∞ sup
x∈∂D

Px

(

sup
0≤s≤t

|Bs − x| > δ
)

.

And therefore it follows by (41), that

lim
t→0

sup
x∈∂D

Ex

[

sup
0≤s≤t

|ψ(Bs) − ψ(x)|
]

= 0.
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This completes the proof. �

6.4. Proof of Lemma (2.1). In a first step, we give a representation formula for µ. For
x ∈ D, define the measure h(x, dy) on F1, for any Borel subset A ⊂ R

d, by

h(x,A) = Ex[e−τ1 1A(Bτ1)].

We set µ̃(dy) =
∫

D dz h(z, dy), and we want to prove that µ = µ̃.

From potential theory (see [4], Proposition VI.1.15), it is enough to check that G1µ = G1µ̃
almost everywhere on D̄, where the function G1ν is the 1-potential of the bounded measure
ν on D̄, defined by

G1ν(x) =

∫

G1(x, y) ν(dy),

where G1(x, y) =
∫ ∞
0 e−t pt(x, y) dt. Let ψ be a non-negative bounded measurable function

defined on D̄. We have,
∫

D
G1µ̃(x)ψ(x) dx =

∫

D
ψ(x) dx

∫ ∞

0
e−t dt

∫

D
dz

∫

pt(x, y)h(z, dy)

=

∫

D
ψ(x) dx

∫ ∞

0
e−t dt

∫

D
dz

∫

pt(y, x)h(z, dy)

=

∫

D
dz Ez

[

e−τ1 EBτ1

[

∫ ∞

0
e−t ψ(Bt) dt

]]

=

∫

D
dz Ez

[

∫ ∞

τ1

e−t ψ(Bt) dt
]

=

∫

D
dz Ez

[

∫ ∞

0
e−t ψ(Bt) dt

]

−
∫

D
dz Ez

[

∫ τ1

0
e−t ψ(Bt) dt

]

,

where we used the symmetry of p for the second and the strong Markov property for the
fourth equality. Using again the symmetry of p for the first term of the last equation, we get

∫

D
dz Ez

[

∫ ∞

0
e−t ψ(Bt) dt

]

=

∫

D
dz

∫ ∞

0
e−t dt

∫

D
dy pt(z, y)ψ(y)

=

∫

D
dz

∫ ∞

0
e−t dt

∫

D
dy pt(y, z)ψ(y)

=

∫

D
dy ψ(y).

Let pF1

t be the density of the transition kernel of B killed on F1. For t > 0, the function

pF1

t (x, y) is symmetric (the proof of this fact is similar to the case where B is a Brownian
motion, see for example the proof of Theorem 2.4.3 in [14]). For the second term, we have

∫

D
dz Ez

[

∫ τ1

0
e−t ψ(Bt) dt

]

=

∫

D
dz

∫ ∞

0
e−t dt

∫

D
dy pF1

t (z, y)ψ(y)

=

∫

D
dz

∫ ∞

0
e−t dt

∫

D
dy pF1

t (y, z)ψ(y)

=

∫

D
dy ψ(y)Ey

[

∫ τ1

0
e−t dt

]

.
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Therefore, we have
∫

D
G1µ̃(x)ψ(x) dx =

∫

D
dy ψ(y) −

∫

D
dy ψ(y)Ey

[

∫ τ1

0
e−t dt

]

=

∫

D
dy ψ(y)Ey[e

−τ1 ]

=

∫

D
G1µ(y)ψ(y) dy.

And we get G1µ = G1µ̃ a.e. in D. Thus we have

(44) µ(dy) =

∫

D
dz h(z, dy).

In a second step, we prove that for any z ∈ D, the measure h(z, dy) is absolutely continuous
with respect to the surface measure on F1 (recall that h(z, F c

1 ) = 0 for all z ∈ D).

Let ψ be a non-negative continuous function defined on ∂D, with closed support in F1. We
have, for z ∈ D,

h(z, ψ) = Ez[e
−τ1 ψ(Bτ1)]

= Ez[e
−τ1 ψ(Bτ1)1{τ1<τ2}] + Ez[e

−τ1 ψ(Bτ1)1{τ1>τ2}].(45)

Let τ = τ1 ∧ τ2 be the first hitting time of ∂D. Since ψ = 0 on F2,

Ez[e
−τ1 ψ(Bτ1)1{τ1<τ2}] = Ez[e

−τ ψ(Bτ )].

From similar arguments to those used in the proof of Proposition 3.11 in [3], there is a
(negative) constant cd (dependent only on d), such that

(46) Ez[e
−τ ψ(Bτ )] = cd

∫

∂D
ψ(y)

∂g1(z, y)

∂n(y)
σ(dy),

where g1(x, y) =
∫ ∞
0 e−t p∂D

t (x, y) dt, and p∂D
t is the density of the transition kernel of the

Brownian motion killed on ∂D.

From [12], there exists a continuous additive functional of B, such that

Ex

[

∫ ∞

0
e−t dL̃t

]

= Ex[e
−τ2 ].

Let G̃ be defined as G in Section 2.1 but for F1 replaced by F2. Using Theorem 2.2, with F1

replaced by F2, we get the existence of a family of universally measurable σ-finite measures
(H̃x, x ∈ F2), on (Ω,F∞), such that for any non-negative predictable process (Zs, s ≥ 0) and
for any non-negative function f ∈ F∞, such that f(δ) = 0, we have

Ez

[

∑

s∈G̃

Zsf ◦ is
]

= Ez

[

∫ ∞

0
ZsH̃

Bs(f)dL̃s

]

.

From (4), with obvious changes, we deduce that

Ez[e
−τ1 ψ(Bτ1)1{τ1>τ2}] = Ez

[

∫ τ1

0
e−s H̃Bs [e−τ1 ψ(eτ1)1{τ1<∞}] dL̃s

]

.

Let ε > 0 and consider the compact set

(47) K = {x ∈ D̄; d(x, F1) ≤ ε, d(x, F1) ≤ d(x, F2)},
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and τK = inf{t > 0, Bt ∈ K} the hitting time of K. For x ∈ F2, we have, using the strong

Markov property of H̃x with respect to Q2
t , the kernel of the reflected Brownian motion killed

on F2, (see [12], Theorem 5.1),

H̃x[e−τ1 ψ(eτ1)1{τ1<∞}] = H̃x[e−τK EeτK
[e−τ1 ψ(Bτ1)1{τ1<τ2}]]

= H̃x[e−τK EeτK
[e−τ ψ(Bτ )]]

= H̃x
[

e−τK cd

∫

∂D
ψ(y)

∂g1(eτK
, y)

∂n(y)
σ(dy)

]

= cd

∫

∂D
ψ(y)H̃x

[

e−τK
∂g1(eτK

, y)

∂n(y)

]

σ(dy),

where we used (46) for the second equality. From this last expression, (46) and (45), we

deduce that there exists a measurable non-negative function f̃ defined on D × F1 such that
for z ∈ D,

h(z, ψ) =

∫

F1

f̃(z, y)ψ(y)σ(dy).

From (44), we deduce that µ is absolutely continuous with respect to σ and the density is

given by ρ(y) =
∫

D f̃(z, y) dz, that is

ρ(y) = cd

∫

D
dz

[

∂g1(z, y)

∂n(y)
+ Ez

[

∫ τ1

0
dL̃s e−s H̃Bs [e−τK

∂g1(eτK
, y)

∂n(y)
]
]

]

.

Corollary 6.11. If ∂F = ∅, then the function ρ is bounded.

Proof. We keep the notations of this section. Since F̄1 ∩ F̄2 = ∅, we can choose ε > 0 small
enough so that for any (x, y) ∈ F1 × F2, |x − y| ≥ 3ε. In particular K defined by (47) is in
fact equal to {x ∈ D̄; d(x, F1) ≤ ε}.
Let PD be the Poisson kernel of the Brownian motion in D. There exists a positive constant
CD, such that for any (z, y) ∈ D × ∂D,

(48) PD(z, y) ≤ CDd(z, ∂D)|z − y|−d.

As

∫

∂D
σ(dy) PD(z, y)ψ(y) = Ez[ψ(Bτ )], for any ψ ∈ B+(∂D), we deduce from (46) that

(49) 0 ≤ cd
∂g1(z, y)

∂n(y)
≤ PD(z, y).

From this inequality and (48), we deduce easily that cd

∫

D
dz

∂g1(z, y)

∂n(y)
is bounded from above

by a finite constant, say C0, independent of y ∈ F1. Since by construction d(eτK
, ∂D) > ε

(on {τK <∞} under H̃x), we get that for any x ∈ F2, y ∈ F1,

cdH̃
x[e−τK

∂g1(eτK
, y)

∂n(y)
] ≤ H̃x[τK <∞] sup

{(z,y′);d(z,∂D)≥ε ,y′∈F1}
cd
∂g1(z, y′)

∂n(y′)

= cH̃x[τK <∞],

for a finite constant c independent of x ∈ F2 and y ∈ F1, thanks to (49) and (48). Arguing
as in the proof of Lemma 8.3 of [6], we have that

sup
x∈F2

H̃x
[

τK <∞
]

<∞.
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This implies that cdH̃
x[e−τK

∂g1(eτK
, y)

∂n(y)
] is bounded from above for x ∈ F2 and y ∈ F1 say

by C1. In particular we have

ρ(y) ≤ C0 + C1

∫

D
dz Ez

[
∫ ∞

0
e−s dL̃s

]

= C0 +C1

∫

D
dz Ez

[

e−τ2
]

,

using the definition of L̃. This last inequality implies that ρ is bounded. �
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