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## Restrictions

- Constraints that the decision variable has to satisfy
- If for a certain value of the decision variable the restrictions are satisfied, we say that it is a feasible solution
- In a general framework, we denote by $C \subseteq X$ the set of all feasible solutions
- If we have two decision variables, $x_{1}$ and $x_{2}$ and they have to satisfy the following constraints: $x_{1} \geq 0, x_{2} \geq 0$, $2 x_{1}+3 x_{2} \leq 5$, we denote

$$
C=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid x_{1} \geq 0, x_{2} \geq 0,2 x_{1}+3 x_{2} \leq 5\right\}
$$
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To find $\bar{x} \in C \subseteq X$ such that

$$
\begin{aligned}
& f(\bar{x}) \leq f(x) \quad(\text { or } f(\bar{x}) \geq f(x)) \text { for all } x \in C \\
& \\
& \left\{\begin{array}{l}
\min _{x \in X} f(x) \quad\left(\text { or } \max _{x \in X} f(x)\right) \\
\text { subject to } \\
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\left\{\begin{array}{l}
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$x(t+1)=F(x(t))-h(t) \quad t=t_{0}, t_{0}+1, \ldots, T-1$
$x\left(t_{0}\right)=x_{0}$ given (e.g. the current state of the resource)
where

- $x(t) \geq 0$ is the level of the resource at period $t$
- $h(t) \geq 0$ is the harvesting at period $t$
- $F: \mathbb{R} \longrightarrow \mathbb{R}$ is the biological growth function of the resource
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Example: Harvesting of a renewable resource

The total benefits can be represented by

$$
B=\sum_{t=t_{0}}^{T-1} \rho^{\left(t-t_{0}\right)} U(x(t), h(t))
$$

where

- $U(x, h)$ is the instantaneous profit if we have $x$ and we harvest $h$
- $0 \leq \rho \leq 1$ is a descount factor


## Optimization problems

Example: Harvesting of a renewable resource
subject to
$x(t+1)=F(x(t))-h(t) \quad t=t_{0}, t_{0}+1, \ldots, T-1$
$x\left(t_{0}\right)=x_{0}$
$x(t) \geq 0 \quad t=t_{0}+1, t_{0}+2, \ldots, T$
$0 \leq h(t) \leq F(x(t)) \quad t=t_{0}, t_{0}+1, \ldots, T-1$
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Necessary conditions: restrictions
A necessary condition of the problem

$$
(P)\left\{\begin{array}{l}
\min _{x \in \mathbb{R}} f(x) \\
a \leq x \leq b
\end{array}\right.
$$

is

$$
(S)\left\{\begin{array}{l}
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f^{\prime}(x)-\alpha+\beta=0 \\
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- A global optimum is a local optimum
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$$
(P)\left\{\min _{x \in \mathbb{R}} f(x)\right.
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- We say that $(S)$ is a sufficient condition if a solution of $(S)$ is a solution of $(P)$
- The idea is to find solutions of $(S)$ in order to have solutions of $(P)$
- In the general case, this is very difficult
- It is much realistic to have that solutions of $(S)$ are local solutions of $(P)$
- A (local) sufficient condition to $(P)$ is $f^{\prime}(x)=0$ and $f^{\prime \prime}(x)>0$
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