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Two-stage Stochastic Programming

One-Stage Problem

Assume that & has a discrete distribution !, with
P(¢ =&°) = p° >0 for s € [1,S]. Then, the one-stage problem

nl(i)n E[L(UQ,é)}
s.t. g(up, &) <0, P—as

can be written

S
H S S
min S§:1p L(uo, &%)

st g, &) <0, Vsel[lS].

1if the distribution is continuous we can sample and work on the sampled
distribution, this is called the Sample Average Approximation approach with
lots of guarantee and results
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Two-stage Stochastic Programming

Newsvendor problem (continued)

We assume that the demand can take value {d*};c[1 5 with
probabilities {p°}icq1,n)-
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Two-stage Stochastic Programming

Newsvendor problem (continued)

We assume that the demand can take value {d*};c[1 5 with

probabilities {p°}icq1,n)-
In this case the stochastic newsvendor problem reads

S
muin Z p° (cu — pmin(u, d5)>
s=1
s.t. u>0
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Two-stage Stochastic Programming

Recourse Variable

In most problem we can make a correction u; once the uncertainty

is known:
ug ~ 51 ~> uq.

As the recourse control uy is a function of £ it is a random
variable. The two-stage optimization problem then reads

Lrl?,iunl E {L(Uo, E, ul)}

s.t. g(up, & up) <0, P—a.s
o(uy) C o(€)
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Two-stage Stochastic Programming

Recourse Variable

In most problem we can make a correction u; once the uncertainty

is known:
ug ~ 51 ~> uq.

As the recourse control uy is a function of £ it is a random
variable. The two-stage optimization problem then reads

Lrl?,iunl E {L(Uo, E, ul)}

s.t. g(up, & up) <0, P—a.s
o(uy) C o(€)

@ up is called a first stage control
@ uq is called a second stage control. It is a random variable.
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Two-stage Stochastic Programming

Two-stage Problem

The extensive formulation of

min E {L(uo, £, ul)}

to,u1

s.t. g(up, & up) <0, P—a.s

n
min > pL(uo, €5, 1)

w {uitsems)

s.t g(u0>§sv Uf) <0, Vs € [[175ﬂ

It is a deterministic problem that can be solved with standard tools
or specific methods.

Vincent Leclere - 8/10/2018 5 /30
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Two-stage Stochastic Programming

Two-stage newsvendor problem

We can represent the newsvendor problem in a 2-stage framework.

@ Let up be the number of newspaper bought in the morning.

@ let 1y be the number of newspaper sold during the day.
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Two-stage Stochastic Programming

Two-stage newsvendor problem

We can represent the newsvendor problem in a 2-stage framework.

@ Let up be the number of newspaper bought in the morning.
~ first stage control

@ let 1y be the number of newspaper sold during the day.
~» second stage control

The problem reads

min [E {cuo — pul}

up,uy

s.t. uyp>0
ui < ug P— as
up <d P— as

o(uy) C o(d)

Vincent Leclere
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Two-stage Stochastic Programming

Two-stage newsvendor problem

In extensive formulation the problem reads

S
H S S
uo7{urfn}lsr;[[1,5]] szzzlp (Cuo B pUI)
s.t. u >0
u; < ug Vs € [1, 5]
u; < d° Vs € [1, 5]
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Two-stage Stochastic Programming

Two-stage newsvendor problem

In extensive formulation the problem reads

S
H S S
uo7{urfn}lsr;[[1,5]] szzzlp (Cuo B pUI)
s.t. u >0
u; < ug Vs e [1,5]
u; < d° Vs € [1, 5]

Note that there are as many second-stage control uj as there are
possible realization of the demand d, but only one first-stage

control wug.
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Two-stage Stochastic Programming

Recourse assumptions

@ We say that we are in a complete recourse framework, if for all
up, and all possible outcome &, every control u; is admissible.

@ We say that we are in a relatively complete recourse
framework, if for all ug, and all possible outcome &, there
exists a control uy that is admissible.

@ For a lot of algorithms relatively complete recourse is a
condition of convergence. It means that there is no induced
constraints.

8/10/2018
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Some information frameworks

Two-stage framework : three information models

Consider the problem

min E[L(UO, £, ul]

up,u;

@ Open-Loop approach : ug and uy are deterministic. In this
case both controls are choosen without any knowledge of the
alea €. The set of control is small, and an optimal control can
be found through specific method (e.g. Stochastic Gradient).
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@ Open-Loop approach : ug and uy are deterministic. In this
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Some information frameworks

Two-stage framework : three information models

Consider the problem

min E[L(UO, £, ul]

up,u;

@ Open-Loop approach : ug and uy are deterministic. In this
case both controls are choosen without any knowledge of the
alea €. The set of control is small, and an optimal control can
be found through specific method (e.g. Stochastic Gradient).

@ Two-Stage approach : uq is deterministic and uy is
measurable with respect to &. This is the problem tackled by
the Stochastic Programming approach.

@ Anticipative approach : ug and u; are measurable with
respect to £&. This approach consists in solving one
deterministic problem per possible outcome of the alea, and
taking the expectation of the value of this problems.
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Some information frameworks

Information models for the Newsvendor

Open-loop :

S
: s
min -
min " p (et — pun)
s=1
s.t. u=>0
up < ug

u < d° Vs € [1, 5]
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Some information frameworks

Information models for the Newsvendor

Two-stage :
S
min p*(cuo — puy
uo,{ustseq.s] szz:l ( 1)
s.t. up>0
up < up Vs € 1, 9]
u < d* vs €L, 5]
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Some information frameworks

Information models for the Newsvendor

Anticipative :
S
min p*(cuo — pui
{ug:uitsequng 52:; ( 0
st >0 Vs € [1,5]
Ui < up Vs e [[]-75]
Ui S dS VS e [[]_,SII

8/10/2018 12 / 30

Vincent Leclere



Some information frameworks

Comparing the information models

The three information models can be written this way :

s
min > pL(u, €, uf)

{ugzuis}SE[[L,Sﬂ s=1

s.t. u3>0 Vs € [1, 5]
uy < up Vs € [1, 5]
u; < d° Vs e [1,5]
u = uf for 2-stage and OL
u = uf for OL
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Some information frameworks

Comparing the information models

The three information models can be written this way :

s
min > pL(u, €, uf)

{ugzuis}SE[[L,Sﬂ s=1

s.t. u3>0 Vs € [1, 5]
u; < ug Vs e [1,5]
u; < d° Vs e [1,5]
u = uf for 2-stage and OL
u = uf for OL

Hence, by simple comparison of constraints we have

Vanticipative < V2—stage < VOL
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Some information frameworks

Solving the problems

o VO can be approximated through specific methods (e.g.
Stochastic Gradient).
o \/27stae s obtained through Stochastic Programming specific
methods. There are two main approaches:
o Benders decomposition methods (like L-shaped or

nested-decomposition methods).
o Lagrangian decomposition methods (like Progressive-Hedging

algorithm).

e \/anticipative is difficult to compute exactly but can be
estimated through Monte-Carlo approach by drawing a
reasonable number of realizations of &, solving the
deterministic problem for each realization £° and taking the
means of the value of the deterministic problem.

Vincent Leclére 0S-3 8/10/2018
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Lagrangian decomposition

Two-stage Problem

The extensive formulation of

min [E {L(uo, £, ul)}

bo,uy

s.t. g(uo, & up) <0, P—as

s
min > p°L(uo, €%, uf)

w.{uitseqrs) =1

st g(uw,&,u7) <0,  Vse[l,S].

It is a deterministic problem that can be solved with standard tools
or specific methods.
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Lagrangian decomposition

Splitting variables

Extended Formulation

s
min > pL(u5, &%, uf)

uOV{uf}SEHl,S]] s=1

s.t g(up, &% u7) <0, Vs € [1,S].
Can be written

S
min 3 pTL(u, €5, 1)

ug,{ustsequ,sy

s=1
s.t g(ug, &%, u7) <0, Vs € [1, 5]
u = ui Vs, s
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Lagrangian decomposition

Splitting variables

Extended Formulation

s
min > pL(u5, &%, uf)

w.{uitseqrs) =3

s.t g(up, &% u7) <0, Vs € [1,S].
Can be written

S
min Zp%(ué,fﬂuf)

U87{“f}se[[1,s]] s=1

st g ) <0, VYse[LS]
uy = Zpslug/ Vs
S/
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Lagrangian decomposition

Dualizing non-anticipativity constraint

s
min ZpSL(ug,Ss,uf)

us U Fseq,sy s=1
o g(u5’557 Ui) S 07 VS S [[1a SH

= Z p° ug Vs
s/

is equivalent to

UO,{Ul}se[u s] {/\5}5@[[1 s]

> w0+ (46 Y )
s=1 s/

s.t g(UOaE aul) S Oa Vs € [[175]]
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Lagrangian decomposition

Dualizing non-anticipativity constraint

S
min S0P € )

ug {uiseq,s]

s=1
sit g(ug, &%, u7) <0, Vs € [1,9]
ug = Z P ch), Vs
s/
is equivalent to
S
i S S S S
min max p*L(ug, &% ut)
us U Fseqn,s) 1A Fseq,s) ; L
S
+ Zps')\sug _ ZPS)\SPS U(s)
s=1 s,s’

st g(ug,&%,u3) <0,  Vsel[l,5]
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Lagrangian decomposition

Dualizing non-anticipativity constraint

S
min S0P € )

ug {uiseq,s]

s=1
sit g(ug, &%, u7) <0, Vs € [1, 5]
up = Z PS/ ch), Vs
o
is equivalent to
S
min max ZpsL(ug,gs7 u3)

us {3} sen,s) AN Fseqn,s) 1

s
+ Z pENug — Z E[\p* ug
s=1 s’

s.t g(ug, &%, ui) <0, Vs € [1, 5]
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Lagrangian decomposition

Dualizing non-anticipativity constraint

S
min S0P € )

ug {uiseq,s]

s=1
sit g(ug, &%, u7) <0, Vs € [1, 5]
up = Z PS/ ch), Vs
o
is equivalent to
S
min max ZpsL(ug,gs7 u3)

us {3} sen,s) AN Fseqn,s) 1

+§:p$(» ~E[\])us

st g(ug, &%, u7) <0,  Vse[l,9]
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Lagrangian decomposition

Dualizing non-anticipativity constraint

Thus, the dual problem reads

S
max min ZpS<L(u5,£S,uf)+ ()\S —EP‘DUS>

A upluitsemst s

st g(ug,&%,u7) <0,  Vse[L, 9]

The inner minimization problem, for A given, can decompose
scenario by scenario, by solving S deterministic problem

min (L(u§, €8, uf) + A ui)

ug {ustseq,s

st g(uf €, u5) <0
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Lagrangian decomposition

Dualizing non-anticipativity constraint

Thus, the dual problem reads
S

max min p°(L(ug, &%, u3) + (A° ug
AE[N=0 ug{ui}seq,s) szzzl ( (5 ) ( ) O>

st g(ug,&%,u7) <0,  Vse[L, 9]

The inner minimization problem, for A given, can decompose
scenario by scenario, by solving S deterministic problem

min (L(u§, €8, uf) + A ui)

ug {ustseq,s

st g(uf €, u5) <0
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Lagrangian decomposition

Price of information

e By weak duality, any A such that E[\] = 0 will give a lower
bound on the 2-stage problem, computed as

S
S pf min (L(ug, €8, uf) + Au)
s—1 USa{Uf}SE[[l,S]]

st g(ug, &%, u7) <0

@ )\ = 0 lead to the anticipative lower-bound

@ If problem is convex, and under some qualification
assumptions, there exists an optimal \*, called the price of
information, such that the lower bound is tight.

Vincent Leclére 0S-3 8/10/2018 19 / 30



Lagrangian decomposition

Progressive Hedging Algorithm

The progressive hedging algorithm build on this decomposition in
the following way.
Q Set a price of information {\°},c[y 5] such that E[A] =0
@ For each scenario solve
min L(ug, &%, u7) + A ug
ug {uitsequ, sy

st g(ug, &%, up) <0

© Compute the mean first control by := Zle p°ug
@ Update the price of information with

XS = S+ p(u§ — Tio)

@ Go back to 2.

Vincent Leclére 0S-3 8/10/2018 20 / 30



Lagrangian decomposition

Progressive Hedging Algorithm

The progressive hedging algorithm build on this decomposition in
the following way.
Q Set a price of information {\°},c[y 5] such that E[A] =0
@ For each scenario solve
min  L(g €%, uf) + N uso 05 — Do
ug Ui tsequ, sy

st g(ug, &% ui) <0

© Compute the mean first control by := Zle p°ug
@ Update the price of information with

XS = S+ p(u§ — Tio)

@ Go back to 2.
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L-Shaped decomposition method

Linear 2-stage stochastic program

Consider the following problem
min E cTuo+un1}
s.t. Aug=b, wu>0
Tug+ Wuy =h, u; >0, P— as.
u €R”, o(u) Co(q, T,W,h)
———
3

Vincent Leclere
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L-Shaped decomposition method

Linear 2-stage stochastic program

Consider the following problem
min E cTuo+un1}
s.t. Aug=b, wu>0
Tug+ Wuy =h, u; >0, P— as.
u €R", o(uy) Co(q, T,W,h)
———

13
Which we rewrite

min c'ug+E |:Q(U0a E)}

s.t. Aug = b

Vincent Leclere
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L-Shaped decomposition method

Linear 2-stage stochastic program

Consider the following problem
min E cTuo+un1}
s.t. Aug=b, wu>0
Tug+ Wuy =h, u; >0, P— as.
u €R”, o(u) Co(q, T,W,h)
———
3

Which we rewrite

min c'ug+E |:Q(U0a E)}

s.t. Aug = b
with
N T
Q(uo, §) = min Ge th

S.t. W&Ul = hg - TguO

Vincent Leclere
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L-Shaped decomposition method

Linear 2-stage stochastic program : Extensive Formulation

The associated extensive formulation read
S
. T S S S
min c uo+2pq~u1
s=1

s.t. Aug=0b, up>0
T up+ Wou; = h°, wuj >0,Vs
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L-Shaped decomposition method

Linear 2-stage stochastic program : Extensive Formulation

The associated extensive formulation read
S
min cup+ Zps q° - u;
s=1
s.t. Aug=0b, up>0
T up+ Wou; = h°, wuj >0,Vs
Which we rewrite

min cTuo—i—Zpst(uo)
s

to

s.t. Aug=>b, u >0
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L-Shaped decomposition method

Linear 2-stage stochastic program : Extensive Formulation

The associated extensive formulation read
s
min cup+ Zps q° - u;
s=1
s.t. Aug=b, wuy>0
T up+ Wou; = h°, wuj >0,Vs

Which we rewrite

min cTuo—i—Zpst(uo)
s

uo
s.t. Aug=b, up>0
with
*(ug) := min S.u
@ (wo) min g7
s.t. Wouy = h° — T iy
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L-Shaped decomposition method

Relatively complete recourse

We assume here relatively complete recourse. Without this
assumption we would need feasability cuts (see Bender's
decomposition method).

Here, relatively complete recourse means that, for ug > 0 :

Aug=b = Qs(w) < +oo, Vse][l,5]
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L-Shaped decomposition method

Decomposition of linear 2-stage stochastic program

We rewrite the extended formulation as
min cTu()4—Z:p59S
S

S.t. Aug=b, wug>0
0° > Q°(uo) u € R", Vs

Note that Q°(up) is a polyhedral function of wug, hence

0° > Q°(up) can be rewritten 0 > o - ug + 53, Vk.

The decomposition approach consists in constructing iteratively
cut coefficients o} and 3.
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L-Shaped decomposition method

Obtaining (optimality) cuts

Recall that
S H S S
Ug) := min ‘U
Q*(wo) D q -u
s.t. Wu; = h* — T°up, u; >0

can also be written (through strong duality by relatively complete
recourse assumption)
(Dw) @ (s0) = max  A°- (h° = T*uo)
s.t. (W)X < ¢°
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L-Shaped decomposition method

Obtaining (optimality) cuts

(Dw) @) = max, X (= T*w)

s.t. (W)X < ¢°

admits for optimal solution A7 .
Consider another control v, we have
D, (up) = max N (kP — Tou
(D) Q@)= max X (K~ T°u)
s.t. (W)X < g°

As \;, is admissible for (Dy,) it is also admissible for (D, ), hence
0

Q*(uh) = X5, - (H° — T*uh).
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L-Shaped decomposition method

Obtaining (optimality) cuts 1l

To sum up we have seen that, for any admissible first stage
solution, we can construct an exact cut for Q° by solving the dual
of the second stage problem.

More precisely, let uf > 0 be such that Auf = b. Let A\ be an
optimal dual solution. Then, setting

af =—(T)'X; and Bf:=(\)'h°
we have

Q*(up) > o - uy+ By Vuyg >0,Auy = b
Q*(ug) = of - ug + 5§

Vincent Leclére 0S-3 8/10/2018 27 / 30



L-Shaped decomposition method

L-shaped method (multi-cut version)

@ We have a collection of K x S cuts, such that Q*(up) > «f - up + 35.

@ Solve the master problem, with optimal primal solution u6<+1.

s
min clup+ E p°0°
UQZO 1

s=

s.t. Aug = b
0° > ajug + B} Vk € [1,K], Vsel[l5]

© Solve S slave dual problems, with optimal dual solution Aj,;
max A% - (hs — Tsu(’f“)
AsER™
s.t. Wwe.-\<gq°
@ construct S new cuts with

e = _(TS)T)\Sv Bks1 =M Ak
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L-Shaped decomposition method

L-shaped method (multi-cut version) : bounds

@ At any iteration of the L-shaped method we can easily determine
upper and lower bound over our problem.

@ Indeed, ul is an admissible firt stage solution, and Q*(uk) is the

value of a slave problem. Thus the value of admissible solution v is

simply given by

B=c'uf +Zp Q°(u

@ Furthermore, Qj(uo) > maxk<x o - ug + 55, thus the value of the
master problem is always a lower bound over the value of the SP
problem :

LB =c"uf +Zp595
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L-Shaped decomposition method

L-shaped method (single-cut version)

@ We have a collection of K cuts, such that Q(ug) > a - tg + Bk-

@ Solve the master problem, with optimal primal solution u6<+1.

min clup+6
quO
s.t. Aug = b
0 > akug + Bk Vk € [1,K]

© Solve S slave dual problems, with optimal dual solution A3,
max A (k= Tsué(ﬂ)
AsER™
s.t. We . A < g°
@ construct new cut with

s s
QK41 7= — Zps (T*)T e, Br+1 = ZPS h* - A%
p

i=1
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