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#### Abstract

We consider a Brownian snake ( $W_{s}, s \geq 0$ ) with underlying process a reflected Brownian motion in a bounded domain $D$. We construct a continuous additive functional ( $L_{s}, s \geq 0$ ) of the Brownian snake which counts the time spent by the end points $\hat{W}_{s}$ of the Brownian snake paths on $\partial D$. The random measure $Z=\int \delta_{\hat{W}_{s}} d L_{s}$ is supported by $\partial D$. Then we represent the solution $v$ of $\Delta u=4 u^{2}$ in $D$ with weak Neumann boundary condition $\varphi \geq 0$ by using exponential moment of ( $Z, \varphi$ ) under the excursion measure of the Brownian snake. We then derive an integral equation for $v$. For $\operatorname{small} \varphi$ it is then possible to describe negative solution of $\Delta u=4 u^{2}$ in $D$ with weak Neumann boundary condition $\varphi$.

In contrast to the exit measure of the Brownian snake out of $D$, the measure $Z$ is more regular. In particular we show it is absolutely continuous with respect to the surface measure on $\partial D$ for dimension 2 and 3 .


## 1. Introduction

The Dirichlet problem associated to the equation $\Delta u=4 u^{2}$ has led to a considerable amount of work by many authors and the Brownian snake introduced by Le Gall in [13] has proved to be a powerful tool for this study. For example, in [14], Le Gall prove a representation formula for all nonnegative solutions in dimension 2 , using the continuity of the density of the exit measure. The Brownian snake is a path-valued Markov process which, loosely speaking, represents a cloud of branching Brownian particles and the exit measure of the Brownian snake is a measure supported by the particles when they leave $D$ for the first time.

In this paper we give a probabilistic representation formula for the nonnegative solution of the non linear Neumann problem in a bounded smooth domain $D$ :

$$
\begin{align*}
\Delta u & =4 u^{2} \quad \text { in } D, \\
\frac{\partial u}{\partial n}+\kappa u & =\varphi \quad \text { on } \partial D, \tag{1}
\end{align*}
$$

[^0]where $\kappa$ is a nonnegative continuous function on $\partial D, \partial u / \partial n(x)$ is the outward normal derivative of $u$ at $x \in \partial D$, and $\varphi$ is a nonnegative measurable function defined on $\partial D$.

As for the Dirichlet problem associated to $\Delta u=4 u^{2}$ (see [13]), we will prove that solutions of (1) can be represented using a random measure, $Z$, built from the Brownian snake. However, for the Neumann problem, the underlying motion will be a reflected Brownian motion in $D$. We expect the measure $Z$ will play the same role as the exit measure for the Dirichlet problem and that this probabilistic representation will lead to new results for the Neumann problem, such as a trace boundary representation. With this goal in mind, it might be interesting to study the properties and regularity of $Z$. We give here some results in this direction (see section 8 ), but many interesting problems (as the regularity of the density in dimension 2 or 3 ) are still open.

In [1], the author considered for underlying motion of the Brownian snake a reflected Brownian motion in $D$ killed when it reaches a fixed subset $F$ of $\partial D$. Then, using a random measure built from this Brownian snake, the author represented nonnegative solution of $\Delta u=4 u^{2}$ with mixed Neumann-Dirichlet boundary conditions:

$$
\begin{cases}\frac{\partial u}{\partial n}=f & \text { on } \partial D \backslash F \\ u=g & \text { on } F\end{cases}
$$

However, for technical reasons, it was not possible to consider the case $F=\emptyset$ of Neumann's boundary conditions.

Let us now present our results. We consider a Brownian snake ( $W_{s}, s \geq 0$ ) with underlying process a reflected Brownian motion in $D$ (see [10] for a definition and properties of the Brownian snake). Let us recall that $W_{s}$ is a path stopped at its lifetime $\zeta_{s}$, and that for a fixed $s$, it is distributed according to a reflected Brownian motion in $D$. We define in section 3 the following continuous additive functional (CAF) of the Brownian snake:

$$
L_{s}^{\varepsilon}=\int_{0}^{s} \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u} \in D_{\varepsilon}\right\}} d u
$$

where $\hat{W}_{s}=W_{s}\left(\zeta_{s}\right)$ is the end of the path $W_{s}$ and $D_{\varepsilon}$ is the $\varepsilon$-neighborhood of $\partial D$ in $\bar{D}$. Intuitively, as $\varepsilon \downarrow 0, d L_{s}^{\varepsilon}$ converges to, say $d L_{s}$, the infinitesimal increment of the local time of the path $W_{s}$ on $\partial D$ at time $\zeta_{s}$. In particular, the CAF $L$ increases at times $s$ such that $\hat{W}_{s} \in \partial D$. See lemma 3.1 for the precise statement.

Then we define the random measure $Z$ by the formula

$$
Z(d y)=\frac{1}{2} \int_{0}^{\infty} \delta_{\hat{W}_{s}}(d y) d L_{s},
$$

where $\delta_{a}$ is the Dirac mass at point $a$. In particular the support of $Z$ is a subset of $\partial D$. Under the excursion measure, $\mathbb{N}_{x}$, of the Brownian snake started at point $x \in \bar{D}, Z$
is finite, but its total mass is not integrable under $\mathbb{N}_{x}$. We prove in proposition 6.3 that the function

$$
v(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-(Z, \varphi)}\right],
$$

where $(Z, \varphi)=\int \varphi(y) Z(d y)$ and $\varphi \geq 0$, is a nonnegative solution of (1) with $\kappa=0$.

In section 8 , we consider the properties of the measure $Z$. In particular, we prove in proposition 8.4 that this measure is absolutely continuous with respect to the surface measure on $\partial D$ if the dimension of the space is 2 or 3 . Let us note that the measure $Z$ is more regular than the so-called exit measure which is singular for $d \geq 3$ (see [2]).

To study the function $v$, it is necessary to introduce a family of measures $Z_{\theta}$ which increases to $Z$ as $\theta$ decreases to 0 , and which have an integrable total mass under $\mathbb{N}_{x}$. The idea is to kill the underlying reflected Brownian motion ( $B_{t}, t \geq 0$ ) at time $\tau(\theta)$, where $(\tau(\theta), \theta>0)$ is a family of random variables increasing to $+\infty$ as $\theta$ decreases to 0 . The random variables $\tau(\theta)$ are independent of $B$ and exponential with parameter $\theta$. Let $R$ be the right continuous inverse of $\tau(\cdot) . R$ is build in such a way that it is a Markov process. Then we may consider the Brownian snake ( $W_{s}, R_{s}$ ) associated to the spatial motion ( $B, R$ ). Then we consider formally the measure

$$
Z_{\theta}(d y)=\frac{1}{2} \int_{0}^{\infty} \delta_{\hat{W}_{s}}(d y) \mathbf{1}_{\left\{\theta \leq R_{s}\left(\zeta_{s}\right)\right\}} d L_{s} .
$$

The precise definition is given by formula (5). Then it is easier to study the function

$$
v_{\theta}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}, \varphi\right)}\right],
$$

and deduce the properties of $v$ since $v_{\theta}$ increases to $v$ as $\theta$ decreases to 0 .
In particular, using the special Markov property introduced by Le Gall in [12], we prove in section 4 , proposition 4.1 , that $v \in C^{2}(D)$ and solves

$$
\Delta v=4 v^{2} \quad \text { in } \quad D
$$

Section 5 is devoted to the proof of proposition 5.6 , which states that $v_{\theta}$ is a weak solution of

$$
\begin{aligned}
\Delta u-2 \theta u & =4 u^{2} \quad \text { in } D, \\
\frac{\partial u}{\partial n} & =\varphi \quad \text { on } \partial D .
\end{aligned}
$$

By letting $\theta$ decreases to 0 , we get in section 6 , proposition 6.3 , that $v$ is a weak solution of (1) with $\kappa=0$.

Let $l$ be the local time of $B$ on $\partial D$. By considering a reflected Brownian motion killed when the continuous additive functional $\frac{1}{2} \int_{0}^{t} \kappa\left(B_{u}\right) d l_{u}$ reaches the value of an independent exponential random variable of parameter 1, instead of the initial
reflected Brownian motion, the previous results can be extended to the general case $\kappa$ continuous and nonnegative.

The next sections deal with the particular case $\kappa=0$. More precisely, we prove in section 7 , lemma 7.4, that a bounded function $u$ is a weak nonnegative solution of (1) (with $\kappa=0$ ), if and only if it solves the two integral equations

$$
4 \int_{D} u(y)^{2} d y=\int_{\partial D} \varphi(y) \sigma(d y)
$$

where $\sigma$ is the surface measure on $\partial D$, and

$$
u(x)+2 \int_{D} g(x, y) u(y)^{2} d y-a_{D} \int_{D} u(y) d y=\frac{1}{2} \int_{\partial D} g(x, y) \varphi(y) \sigma(d y)
$$

where $a_{D}^{-1}=\int_{D} d y$, and $g(x, y)$ is the green function of the reflected Brownian motion:

$$
g(x, y)=\int_{0}^{+\infty}\left[p_{t}(x, y)-a_{D}\right] d t
$$

with $p_{t}(x, y)$ the density transition kernel of the reflected Brownian motion. Furthermore, there is a unique nonnegative weak solution of (1) (with $\kappa=0$ ), thanks to corollary 7.5. Notice however, there might exist other weak solutions to (1), for example negative solutions as stated in proposition 7.2.2.

Eventually, in section 9 we recall some useful facts on reflected Brownian motion and on probabilistic representation of linear partial differential equations. This section also includes the proof of the convergence of the approximating scheme of the CAF $L$.

## 2. Notations

Let $D$ be a bounded domain (connected open subset of $\mathbb{R}^{d}$ ) with $C^{3}$ boundary. Let $\bar{D}$ be the closure of $D$.

First we consider a reflected Brownian motion $B$ in $\bar{D}$. For every $x_{0} \in \bar{D}$, we denote by $\mathbb{P}_{x_{0}}$ its law when starting at point $x_{0}$ at time 0 . Some facts on this process are recalled in the appendix.

Let us now construct a process that allow us to stop the paths according to exponential independent times of parameter $\theta$, which must increase to $+\infty$ as $\theta$ decreases to 0 . We first consider a Poisson measure $\mathcal{N}$ on $\mathbb{R}_{+} \times \mathbb{R}_{+}$with intensity $d x d t$, independent of $B$. We denote by $\left(x_{i}, t_{i}\right)_{i \in I}$ the atoms of this measure and we set

$$
R(t)=\inf \left\{x_{i} ; t_{i} \leq t\right\}
$$

with the usual convention $\inf \emptyset=+\infty$.
We set $\overline{\mathbb{R}}_{+}=[0,+\infty) \cup\{+\infty\}$. The path $(R(t), t \geq 0)$ is a càdlàg decreasing $\overline{\mathbb{R}}_{+}$-valued process starting from $+\infty$. We have, for every $t \geq 0$ and every $\theta \geq 0$,

$$
\mathbb{P}(R(t)>\theta)=\mathbb{P}(\mathcal{N}([0, \theta] \times[0, t])=0)=\mathrm{e}^{-\theta t}
$$

So, for every $t, R(t)$ is distributed as an exponential random variable of parameter $t$. Notice that $\tau(\theta)=\inf \{t \geq 0 ; R(t)<\theta\}$ is distributed as an exponential random variable with parameter $\theta$. And the family of random variables $(\tau(\theta), \theta>0)$ increases as $\theta$ decreases to 0 .

Moreover, we have, for every $0 \leq s<t$,

$$
\begin{equation*}
R(t)=\min \left\{R(s), \inf \left\{x_{i} ; s<t_{i} \leq t\right\}\right\} \stackrel{(d)}{=} R(s) \wedge \tilde{R}(t-s), \tag{2}
\end{equation*}
$$

where $\tilde{R}$ is an independent copy of $R$. Consequently, $R$ is an homogeneous Markov process.

Finally, let $\tau$ be an exponential random variable of parameter 1 independent of $B$ and $R$. We denote by $l$ the local time of $B$ on $\partial D$ and we set

$$
(\kappa \cdot l)_{t}=\int_{0}^{t} \kappa\left(B_{s}\right) d l_{s} .
$$

Then, the process $\left(\Theta_{t}, t \geq 0\right)$ defined by

$$
\Theta_{t}=\left(B_{t}, R(t), \mathbf{1}_{\left\{\frac{1}{2}(\kappa \cdot l)_{t} \leq \tau\right\}},(\kappa \cdot l)_{t}\right)
$$

is an homogeneous $E=\mathbb{R}^{d} \times \overline{\mathbb{R}}_{+} \times\{0,1\} \times \mathbb{R}_{+}$-valued Markov process. Let $\mathbb{P}_{\tilde{x}_{0}}$ denote its law, when started at $\tilde{x}_{0} \in E$ at time 0 .

Let $\left\|\|\right.$ be the Euclidean norm on $\mathbb{R}^{d}$. For every $r, r^{\prime} \in \overline{\mathbb{R}}_{+}$we set

$$
\bar{d}\left(r, r^{\prime}\right)=\left|\arctan r-\arctan r^{\prime}\right|
$$

with the convention $\arctan (+\infty)=\frac{\pi}{2}$. We denote by $\delta\left(j, j^{\prime}\right)$ the discrete distance on $\{0,1\}$. Eventually, for $\tilde{x}=(x, r, j, k)$ and $\tilde{y}=\left(y, r^{\prime}, j^{\prime}, k^{\prime}\right)$ in $E$, we set

$$
d_{E}(\tilde{x}, \tilde{y})=\|x-y\|+\bar{d}\left(r, r^{\prime}\right)+\delta\left(j, j^{\prime}\right)+\left|k-k^{\prime}\right| .
$$

$d_{E}$ is a distance on $E$ and $\left(E, d_{E}\right)$ is a Polish space.
We now describe the Brownian snake with underlying motion $\Theta$ (see [4]). The spatial motion will correspond to the underlying reflected Brownian motion. The other three components are only used to kill the reflected paths at nice random times.

A killed path in $E$ is a càdlàg $E$-valued function $\tilde{w}=(\tilde{w}(u), u \in[0, \zeta))$ where $\zeta$ is called the lifetime of $\tilde{w}$. We will denote $\tilde{w}(u)=(W(u), R(u), J(u), K(u))$ for $u \in[0, \zeta)$, and we assume that $W$ and $K$ are continuous. Let $\mathcal{W}$ be the set of killed paths in $E$. For $\tilde{x}_{0}=\left(x_{0}, r_{0}, j_{0}, k_{0}\right) \in E$, let $\mathcal{W}_{\tilde{x}_{0}}$ be the set of killed paths starting at point $\tilde{x}_{0}$. For $\tilde{w} \in \mathcal{W}_{\tilde{x}_{0}}$, we set the end point of the path $\tilde{w}:(\hat{W}, \hat{R}, \hat{J}, \hat{K})=\tilde{w}(\zeta-)$ if the limit exists, $\partial$ otherwise where $\partial$ is an isolated cemetery point added to $E$.

For $\tilde{w} \in \mathcal{W}$, we define the exit time of an open set $O \subset \mathbb{R}^{d}$ by

$$
\tau_{O}(\tilde{w})=\inf \{u \geq 0, W(u) \notin O\}
$$

with the usual convention $\inf \emptyset=+\infty$. Notice we just consider the spatial motion $W$ to define the exit time.

For $t \geq 0$ let $\bar{d}_{t}$ (resp. $\delta_{t}$ ) be the Skorokhod distance on the space $\mathbb{D}\left([0, t], \overline{\mathbb{R}}_{+}\right)$ (resp. $\mathbb{D}([0, t],\{0,1\}))$ of $\overline{\mathbb{R}}_{+}$-valued (resp. $\{0,1\}$-valued) càdlàg functions defined on $[0, t]$. Then, for $\tilde{w}$ and $\tilde{w}^{\prime}$ in $\mathcal{W}$, we set

$$
\begin{aligned}
d\left(\tilde{w}, \tilde{w}^{\prime}\right)= & d_{E}\left(w(0), w^{\prime}(0)\right)+\left|\zeta-\zeta^{\prime}\right| \\
& +\sup _{0 \leq t<\left(\zeta \wedge \zeta^{\prime}\right)}\left(\left\|W(t)-W^{\prime}(t)\right\|+\left|K(t)-K^{\prime}(t)\right|\right) \\
& +\int_{0}^{\zeta \wedge \zeta^{\prime}}\left(\bar{d}_{t}\left(R_{\leq t}, R_{\leq t}^{\prime}\right) \wedge 1+\delta_{t}\left(J_{\leq t}, J_{\leq t}^{\prime}\right) \wedge 1\right) d t
\end{aligned}
$$

where $R_{\leq t}$ (resp. $J_{\leq t}$ ) for instance stands for the restriction of $R$ (resp. $J$ ) to $[0, t]$. It is easy to check that $d$ is a distance on $\mathcal{W}$ and that $(\mathcal{W}, d)$ is a Polish space. We agree that very point $\tilde{x} \in E$ can be considered as a trivial killed path with lifetime $\zeta=0$.

Let $\left(\tilde{W}_{s}, s \geq 0\right)=\left(\left(W_{s}, R_{s}, J_{s}, K_{s}\right), s \geq 0\right)$ be the canonical process on $C\left(\mathbb{R}_{+}, \mathcal{W}_{\tilde{x}_{0}}\right)$, the set of continuous functions on $[0,+\infty)$ into $\mathcal{W}_{\tilde{x}_{0}}$. We will denote by $\zeta_{s}$ the lifetime of $\tilde{W}_{s}$. For $\tilde{w} \in \mathcal{W}_{\tilde{x}_{0}}$, let $\mathrm{P}_{\tilde{w}}^{*}$ be the probability on $C\left(\mathbb{R}_{+}, \mathcal{W}_{\tilde{x}_{0}}\right)$ under which the canonical process is a Brownian snake with underlying Markov process $\Theta$ starting at $\tilde{w}$ and constant after $\sigma=\inf \left\{s \geq 0 ; \zeta_{s}=0\right\}$ (see [4] section 4.1). We denote by $\mathbb{N}_{\tilde{x}_{0}}$ the excursion measure of the Brownian snake away from the trivial path $\tilde{x}_{0}$ in $\mathcal{W}_{\tilde{x}_{0}}$ and $\sigma=\inf \left\{s>0 ; \zeta_{s}=0\right\}$ its duration. Recall that ( $\hat{W}_{s}, \hat{R}_{s}, \hat{J}_{s}, \hat{K}_{s}$ ) denote the end path of $\tilde{W}_{s}$ when it exists and $\partial$ otherwise. Eventually, we write $\mathbb{N}_{x_{0}}=\mathbb{N}_{\left(x_{0},+\infty, 1,0\right)}$ as well as $\mathcal{W}_{x}=\mathcal{W}_{(x,+\infty, 1,0)}$.

We recall the formula for the first moment of the Brownian snake ([4]).
Let $F$ be a nonnegative measurable function defined on $\mathcal{W}_{\tilde{x}_{0}}$. We have

$$
\begin{equation*}
\mathbb{N}_{\tilde{x}_{0}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{s}\right) d s\right]=\int_{0}^{\infty} d s \mathbb{E}_{\tilde{x}_{0}}\left[F\left(\Theta^{(s)}\right)\right] \tag{3}
\end{equation*}
$$

where $\Theta^{(s)}$ is distributed under $\mathbb{P}_{\tilde{x}_{0}}$ as $\Theta$ but killed at time $s$.

## 3. The additive functional $L$

Let us consider the continuous additive functional (CAF) of the Brownian snake defined for $\alpha \geq 0, \varepsilon>0$ by: for $s \geq 0$,

$$
L_{s}^{\alpha, \varepsilon}=\int_{0}^{s} \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u} \in D_{\varepsilon}\right\}} \mathrm{e}^{-\alpha \zeta_{u}} d u
$$

where $D_{\varepsilon}=\{x \in D$; dist $(x, \partial D)<\varepsilon\}$, and dist $(x, \partial D)$ denote the Euclidean distance from $x$ to the boundary of $D$.

Intuitively, as $\varepsilon \downarrow 0, \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u} \in D_{\varepsilon}\right\}} d u$ converge to the infinitesimal increment of the local time on $\partial D$ of $W_{u}$ at its lifetime. The term $\mathrm{e}^{-\alpha \zeta_{u}}$, with $\alpha>0$, is introduced in order to get a CAF with finite $L^{2}$ moments.

The next lemma gives the convergence of the CAF $L^{\alpha, \varepsilon}$. Let $\tilde{x}_{0}=\left(x_{0}, r_{0}, j_{0}, k_{0}\right)$ $\in E$ such that $x_{0} \in D$. Recall that $l$ is the local time of the reflected Brownian motion $B$ on $\partial D$.

Lemma 3.1. There exists a sequence $\left(\varepsilon_{k}, k \geq 0\right)$ decreasing to 0 such that $\mathbb{N}_{\tilde{x}_{0}}$-a.e. for all $s \geq 0, L_{s}^{0, \varepsilon_{k}}$ converge to a limit say $L_{s}$ as $k \rightarrow \infty$. The process ( $L_{s}, s \geq 0$ ) is a continuous additive functional of the Brownian snake. The Revuz measure of the continuous additive functional $L, \mu$, defined on $\mathcal{W}_{\tilde{x}_{0}}$ is given by: for any nonnegative measurable function defined on $\mathcal{W}_{\tilde{x}_{0}}$,

$$
(\mu, F)=\mathbb{E}_{\tilde{x}_{0}}\left[\int_{0}^{\infty} F\left(\Theta^{(u)}\right) d l_{u}\right],
$$

where $\Theta^{(u)}=\left(\Theta\left(u^{\prime}\right), u^{\prime} \in[0, u)\right)$. We also have the formula

$$
\begin{equation*}
\mathbb{N}_{\tilde{x}_{0}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{u}\right) d L_{u}\right]=(\mu, F) \tag{4}
\end{equation*}
$$

The proof of this lemma is postponed to the appendix 9.4.
Remark. For $\alpha>0$, the continuous additive functional $L_{s}^{\alpha}=\int_{0}^{s} \mathrm{e}^{-\alpha \zeta_{u}} d L_{u}$, is the limit of $L_{s}^{\alpha, \varepsilon_{k}}$ for all $s \geq 0 \mathbb{N}_{\tilde{x}_{0}}$-a.e. (see the proof of the above lemma). Its Revuz measure defined on $\mathcal{W}_{\tilde{x}_{0}}$ is given by $\mu_{\alpha}(d \tilde{w})=\mathrm{e}^{-\alpha \zeta} \mu(d \tilde{w})$, where $\zeta$ is the lifetime of $\tilde{w}$. Notice that $\mu$ is not finite since $(\mu, \mathbf{1})=+\infty$, whereas $\mu_{\alpha}$ is finite (thanks to (22), (23) and (25)), and we have

$$
\left(\mu_{\alpha}, \mathbf{1}\right)=\mathbb{E}_{x_{0}}\left[\int_{0}^{\infty} \mathrm{e}^{-\alpha u} d l_{u}\right]=\int_{0}^{\infty} \mathrm{e}^{-\alpha u} d u \int_{\partial D} p_{u}\left(x_{0}, y\right) \sigma(d y),
$$

the $\alpha$-potential of the local time $l$, with $\sigma(d x)$ as the surface measure on $\partial D$. Following the terminology of [11], $\mu_{\alpha}$ is of finite energy and is the measure associated to $L^{\alpha}$. From (33), by letting $\varepsilon$ decreases to 0 , we get its energy $\mathcal{E}\left(\mu_{\alpha}\right)$ :

$$
\mathcal{E}\left(\mu_{\alpha}\right)=\frac{1}{2} \mathbb{N}_{\tilde{x}_{0}}\left[\left(L_{\sigma}^{\alpha}\right)^{2}\right]=2 \mathbb{E}_{x_{0}}\left[\int_{0}^{\infty} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(B_{t}\right)^{2}\right]
$$

where $u^{\alpha}(y)=\mathbb{E}_{y}\left[\int_{0}^{\infty} \mathrm{e}^{-\alpha u} d l_{u}\right]$, for $y \in \bar{D}$, is the $\alpha$-potential of the local time $l$.

## 4. The measures $Z^{\kappa}$

It is clear that the measure $d L$ increases only when $\hat{W}_{u} \in \partial D$. For $\theta \geq 0$, we define under $\mathbb{N}_{\tilde{x}_{0}}$ the random measure $Z_{\theta}^{\kappa}$ on $\partial D$. Let $\varphi$ be a measurable non negative function defined on $\partial D$. We extend $\varphi$ by setting $\varphi(\partial)=0$. We set

$$
\begin{equation*}
\left(Z_{\theta}^{\kappa}, \varphi\right)=\frac{1}{2} \int_{0}^{\sigma} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}} d L_{u} . \tag{5}
\end{equation*}
$$

Notice that since $J_{u}$ and $R_{u}$ are decreasing $\mathbb{N}_{\tilde{x}_{0}}$-a.e., we have, for $\theta>0, Z_{\theta}=0$ if $\tilde{x}_{0}=\left(x_{0}, r_{0}, 0, k_{0}\right)$ or $\tilde{x}_{0}=\left(x_{0}, 0, j_{0}, k_{0}\right)$. Therefore, we will be interested only in the nontrivial case where $\tilde{x}_{0}=\left(x_{0}, r_{0}, j_{0}, k_{0}\right)$ with $j_{0}=1$ and $r_{0}>0$.

We shall omit the indices $\kappa$ (resp. $\theta$ ) in $Z_{\theta}^{\kappa}$ when $\kappa=0$ (resp. $\theta=0$ ). For example, we write $Z$ for $Z_{0}^{0}$. Notice that $\left(Z_{\theta}, \varphi\right)$ can be represented as $\frac{1}{2} \int_{0}^{\sigma} \varphi\left(\hat{W}_{u}\right)$ $\mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} d L_{u}$, since for $\kappa=0, \mathbb{N}_{\tilde{x}_{0}}$-a.e. $\int_{0}^{\sigma} \mathbf{1}_{\left\{\hat{J}_{u}=0\right\}} d L_{u}=0$. This is clear (recall $\tilde{x}_{0}=\left(x_{0}, r_{0}, 1, k_{0}\right)$, with $\left.r_{0}>0\right)$, since

$$
\mathbb{N}_{\tilde{x}_{0}}\left[\int_{0}^{\sigma} \mathbf{1}_{\left\{\hat{J}_{u}=0\right\}} d L_{u}\right]=\mathbb{E}_{\left(x_{0}, r_{0}, 1, k_{0}\right)}\left[\int_{0}^{\infty} \mathbf{1}_{\left\{(\kappa \cdot l)_{u}>2 \tau\right\}} d l_{u}\right]=0
$$

for $\kappa=0$ and $(\kappa \cdot l)_{0}=k_{0} \leq 2 \tau$.
For any $\kappa \geq 0,\left(Z_{\theta}^{\kappa}, \varphi\right)$ increases to $\left(Z^{\kappa}, \varphi\right)$ as $\theta$ decreases to 0 since $\int_{0}^{\sigma} \mathbf{1}_{\left\{\hat{R}_{u}=0\right\}} d L_{u}=0 \mathbb{N}_{\tilde{x}_{0}}$-a.e. (recall $\tilde{x}_{0}=\left(x_{0}, r_{0}, 1, k_{0}\right)$ with $r_{0}>0$ ). Therefore for $\varphi \geq 0$, we have

$$
(Z, \varphi) \geq\left(Z^{\kappa}, \varphi\right) \geq\left(Z_{\theta}^{\kappa}, \varphi\right) \geq 0
$$

We consider the function $v_{\theta}^{\kappa}$ defined on $\bar{D}$ by:

$$
v_{\theta}^{\kappa}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right] .
$$

We shall omit the indices $\kappa$ or $\theta$ when they are zero. For example, we write

$$
v(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-(Z, \varphi)}\right] .
$$

Since the support of $Z_{\theta}^{\kappa}$ is a subset of $\partial D$, we deduce that $1-\mathrm{e}^{-\left(Z_{\theta}, \varphi\right)}$ is bounded from above by $\mathbf{1}_{\left\{\mathcal{R}^{D} \cap \partial D \neq \emptyset\right\}}$, where $\mathcal{R}^{O}$, with $O$ an open subset of $D$, is the range of (the spatial component of ) the Brownian snake in $O$, that is

$$
\mathcal{R}^{O}=\left\{W_{s}\left(t \wedge \tau_{O}\left(\tilde{W}_{s}\right)\right), s \geq 0, t \geq 0\right\} .
$$

In particular for $x \in D, v_{\theta}^{K}(x)$ is bounded from above by $u_{D}(x)=\mathbb{N}_{x}\left[\mathbf{1}_{\left\{\mathcal{R}^{D} \cap \partial D \neq \emptyset\right\}}\right]$. Notice that $u_{D}$ is the maximal nonnegative solution in $D$ of $\Delta u=4 u^{2}$. This is a consequence of proposition 4.4 in [11] and the fact that the law of $B$ stopped when it first reaches $\partial D$ is the law of a Brownian motion stopped when it first reaches $\partial D$. From the monotone convergence theorem, we deduce that $v_{\theta}^{\kappa}(x) \uparrow v^{\kappa}(x)$ as $\theta \downarrow 0$ for any $x \in D$.

Proposition 4.1. Let $\varphi$ be a measurable nonnegative function defined on $\partial D$. The function $v^{k}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)}\right]$ defined on $D$ is a nonnegative solution of $\Delta u=4 u^{2}$ in $D$.

We first recall some results on exit measures.
Let $O$ be an open subset of $D$. Let $\Omega_{O}=O \times \overline{\mathbb{R}}_{+} \times\{0,1\} \times \mathbb{R}^{+}$and $\tilde{x}_{0} \in \Omega_{O}$. As in [13], let $X^{\Omega_{O}}(d \tilde{x})$ be the exit measure of the Brownian snake $\tilde{W}$ out of $\Omega_{O}$ under the excursion measure (notice condition (H) is satisfied here). We also define the $\sigma$-field $\mathcal{E}^{\Omega_{O}}$ which is intuitively generated by the paths $\tilde{W}_{s}$ up to their exit time of $O$. More precisely, let

$$
\eta_{s}=\inf \left\{s^{\prime} ; \int_{0}^{s^{\prime}} \mathbf{1}_{\left\{\zeta_{u} \leq \tau_{O}\left(\tilde{W}_{u}\right)\right\}} d u>s\right\} .
$$

and define the process $\tilde{W}_{s}^{\prime}=\tilde{W}_{\eta_{s}}$ under $\mathbb{N}_{\tilde{x}_{0}}$. The $\sigma$-field $\mathcal{E}^{\Omega_{O}}$ is generated by $\tilde{W}^{\prime}$ and the collection of all $\mathbb{N}_{\tilde{x}_{0}}$-negligible set of $C\left(\mathbb{R}^{+}, \mathcal{W}_{\tilde{x}_{0}}\right)$.

Now we describe the excursion of $\tilde{W}$ outside $\Omega_{O}$. The random open set $\{s \in$ $\left.[0, \sigma], \tau_{O}\left(\tilde{W}_{s}\right)<\zeta_{s}\right\}$ can be written as a countable union of disjoint open intervals $\left(a_{i}, b_{i}\right), i \in I$, where $I$ is a set of indices possibly empty. Because of the property of the Brownian snake, notice that for $s \in\left[a_{i}, b_{i}\right], \tau_{O}\left(\tilde{W}_{s}\right)$ and $\tilde{W}_{s}\left(\tau_{O}\left(\tilde{W}_{s}\right)\right)$ are constant equal to $t_{i}=\zeta_{a_{i}}$ and $\tilde{x}_{i}=\hat{\tilde{W}}_{a_{i}}$. We then define the excursion $\tilde{W}^{i}$ outside $\Omega_{O}$ as an element of $C\left(\mathbb{R}^{+}, \mathcal{W}_{\tilde{x}_{i}}\right)$ by

$$
\tilde{W}_{s}^{i}(t)=\tilde{W}_{\left(a_{i}+s\right) \wedge b_{i}}\left(t+t_{i}\right), \quad t \in\left[0, \zeta_{s}^{i}=\zeta_{\left(a_{i}+s\right) \wedge b_{i}}-t_{i}\right) .
$$

We recall theorem 2.4 of [13] (see also proposition 7 of [4]):
Theorem 4.2 (Le Gall). Conditionally on $\mathcal{E}^{\Omega_{O}}$, the point measure $\sum_{i \in I} \delta_{\tilde{W}^{i}}$ is under $\mathbb{N}_{\tilde{x}_{0}}$ a Poisson measure with intensity $\int X^{\Omega O}(d \tilde{x}) \mathbb{N}_{\tilde{x}}(\cdot)$.

Proof of proposition 4.1. Let $O$ and $Q$ be open subsets of $\mathbb{R}^{d}$ such that $\bar{O} \subset Q$ and $\bar{Q} \subset D$. The necessity of $Q$ will appear later. There exists $\varepsilon_{0}>0$, such that $\bar{Q} \cap D_{\varepsilon_{0}}=\emptyset$. Let $\tilde{x}_{0} \in \Omega_{O}$. Let $\varphi$ be a nonnegative continuous function defined on $\bar{D}$. We set

$$
\left(Z_{\theta}^{K, \varepsilon}, \varphi\right)=\frac{1}{2} \int_{0}^{\sigma} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}} d L_{u}^{0, \varepsilon},
$$

where we recall that $d L_{u}^{0, \varepsilon}=\frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u} \in D_{\varepsilon}\right\}} d u$.
With obvious notations, we have under $\mathbb{N}_{\tilde{x}_{0}}$ : for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $\theta>0$,

$$
\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)=\sum_{i \in I} \frac{1}{2} \int_{0}^{\infty} \varphi\left(\hat{W}_{s}^{i}\right) \mathbf{1}_{\left\{\hat{R}_{u}^{i} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}^{i}=1\right\}} \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{s}^{i} \in D_{\varepsilon}\right\}} d s
$$

We deduce from theorem 4.2 that for any $\tilde{x}_{0} \in \Omega_{O}$,

$$
\mathbb{N}_{\tilde{x}_{0}}\left(\mathrm{e}^{-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)} \mid \mathcal{E}^{\Omega_{O}}\right)=\exp \left[-\int X^{\Omega_{O}}(d \tilde{x}) \mathbb{N}_{\tilde{x}}\left(1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)}\right)\right]
$$

We will now prove that the law of $Z_{\theta}^{\kappa, \varepsilon}$ under $\mathbb{N}_{\tilde{x}}$ is the law of $\mathbf{1}_{\{r>\theta, j=1\}} Z_{\theta}^{\kappa, \varepsilon}$ under $\mathbb{N}_{x}$, where $\tilde{x}=(x, r, j, k)$. Notice from the Markov property of $\Theta$ that $\tilde{W}_{s}=$ $\left(W_{s}, R_{s}, J_{s}, K_{s}\right)$ under $\mathbb{N}_{(x, r, j, k)}$ is distributed as $\tilde{W}_{s}^{\prime}=\left(W_{s}, \min \left\{R_{s}, r\right\}, j J_{s}, k+\right.$ $K_{s}$ ) under $\mathbb{N}_{(x,+\infty, 1,0)}=\mathbb{N}_{x}$. In particular,

$$
Z_{\theta}^{\kappa, \varepsilon}(d y)=\frac{1}{2} \int_{0}^{\infty} \delta_{\hat{W}_{u}}(d y) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}} \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u} \in D_{\varepsilon}\right\}} d u
$$

under $\mathbb{N}_{\tilde{x}}$ is distributed as $Z_{\theta}^{\prime \kappa, \varepsilon}$ under $\mathbb{N}_{x}$, where,

$$
Z_{\theta}^{\prime \kappa, \varepsilon}(d y)=\frac{1}{2} \int_{0}^{\infty} \delta_{\hat{W}_{u}^{\prime}}(d y) \mathbf{1}_{\left\{\hat{R}_{u}^{\prime} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}^{\prime}=1\right\}} \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u}^{\prime} \in D_{\varepsilon}\right\}} d u,
$$

with $\left(\hat{W}_{u}^{\prime}, \hat{R}_{u}^{\prime}, \hat{J}_{u}^{\prime}, \hat{K}_{u}^{\prime}\right)$ the end point of the path $\tilde{W}_{u}^{\prime}$. We have under $\mathbb{N}_{x}$,

$$
\begin{equation*}
Z_{\theta}^{\prime \kappa, \varepsilon}=\frac{1}{2} \int_{0}^{\infty} \delta_{\hat{W}_{u}} \mathbf{1}_{\left\{\min \left(\hat{R}_{u}, r\right) \geq \theta\right\}} \mathbf{1}_{\left\{j \hat{J}_{u}=1\right\}} \frac{1}{\varepsilon} \mathbf{1}_{\left\{\hat{W}_{u} \in D_{\varepsilon}\right\}} d u=\mathbf{1}_{\{r \geq \theta, j=1\}} Z_{\theta}^{\kappa, \varepsilon} \tag{6}
\end{equation*}
$$

We deduce that for $\tilde{x}=(x, r, j, k)$, and either $r>0$ or $\theta>0$, we have

$$
\mathbb{N}_{\tilde{x}}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)}\right]=\mathbf{1}_{\{r \geq \theta, j=1\}} \mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)}\right]
$$

Remark 4.3. Notice that $1-\exp \left[-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)\right] \leq \mathbf{1}_{\{\mathcal{R} Q \cap \partial Q \neq \emptyset\}}$, and $\mathbb{N}_{\tilde{x}}\left[\mathbf{1}_{\{\mathcal{R} Q \cap \partial Q \neq \emptyset\}}\right]$ $=u_{Q}(x)$ is uniformly bounded on $O$. In particular we get from dominated convergence as $\varepsilon \downarrow 0$ (along the sequence $\left(\varepsilon_{k}, k \geq 1\right)$ of lemma 3.1), that

$$
\begin{equation*}
\mathbb{N}_{\tilde{x}}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right]=\mathbf{1}_{\{r \geq \theta, j=1\}} \mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right] \tag{7}
\end{equation*}
$$

Therefore, we get

$$
\begin{aligned}
\mathbb{N}_{\tilde{x}_{0}}\left(\mathrm{e}^{-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)} \mid \mathcal{E}^{\Omega_{O}}\right)= & \exp \left[-\int X^{\Omega_{O}}(d x, d r, d j, d k) \mathbf{1}_{\{r \geq \theta, j=1\}} \mathbb{N}_{x}\right. \\
& \left.\times\left(1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa, \varepsilon}, \varphi\right)}\right)\right]
\end{aligned}
$$

Arguing as in the above remark, and letting $\theta$ decreases to 0 , we also have, from dominated convergence, that

$$
\begin{aligned}
\mathbb{N}_{\tilde{x}_{0}}\left(\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)} \mid \mathcal{E}^{\Omega_{O}}\right)= & \exp \left[-\int X^{\Omega_{O}}(d x, d r, d j, d k) \mathbf{1}_{\{r>0, j=1\}} \mathbb{N}_{x}\right. \\
& \left.\times\left(1-\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)}\right)\right]
\end{aligned}
$$

Using formula (36) from [4], we deduce that

$$
\mathbb{N}_{\tilde{x}_{0}}\left[\int X^{\left.\Omega_{O}(d x, d r, d j, d k)\left(1-\mathbf{1}_{\{r>0, j=1\}}\right)\right]=\mathbb{E}_{\tilde{x}_{0}}\left[1-\mathbf{1}_{\left\{R(T)>0,(\kappa \cdot l)_{T} \geq 2 \tau\right\}}\right], ., ~, ~}\right.
$$

where $T$ is the exit time for $B$ of $O$. Recall that $\tilde{x}_{0}=\left(x_{0}, r_{0}, j_{0}, k_{0}\right)$ is such that $r_{0}>0$ and $j_{0}=1$. Since $x_{0} \in \bar{O} \subset D$, we deduce that the local time $l$ and also ( $\kappa \cdot l$ ) didn't increase before $T$. Therefore a.s. $(\kappa \cdot l)_{T}=(\kappa \cdot l)_{0}=k_{0}<2 \tau$, where we use that $j_{0}=1$ for the last inequality. Since $T$ is finite a.s., we deduce that $R(T)>0$ a.s. Hence we get that $\mathbb{N}_{\tilde{x}_{0}}$-a.e. $\int X^{\Omega_{O}}(d x, d r, d j, d k)\left(1-\mathbf{1}_{\{r>0, j=1\}}\right)=0$. This implies that for any $x_{0} \in O$,

$$
\mathbb{N}_{\tilde{x}_{0}}\left(\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)} \mid \mathcal{E}^{\Omega_{O}}\right)=\exp \left[-\int X^{O}(d x) \mathbb{N}_{x}\left(1-\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)}\right)\right]
$$

where $X^{O}(d x)=X^{\Omega_{O}}\left(d x, \overline{\mathbb{R}}^{+},\{0,1\}, \mathbb{R}^{+}\right)$.
From class monotone theorem, we deduce this equality is true for any measurable nonnegative function $\varphi$ defined on $\partial D$. Set $r_{0}=+\infty, j_{0}=1$ and $k_{0}=0$
and take the expectation with respect to $\mathbb{N}_{x_{0}}$, to deduce that $v^{\kappa}\left(x_{0}\right)=\mathbb{N}_{x_{0}}[1-$ $\left.\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)}\right]$ is bounded in $O$ and satisfies: for any $x_{0} \in O$,

$$
v^{\kappa}\left(x_{0}\right)=\mathbb{N}_{x_{0}}\left[1-\mathrm{e}^{-\left(X^{O}, v^{\kappa}\right)}\right]
$$

But, under $\mathbb{N}_{x_{0}}, X^{O}$ is distributed as the exit measure of $O$ of the Brownian snake with underlying motion a Brownian notion started at $x_{0}$. Since $O$ is arbitrary (but for $\bar{O} \subset D$ ), we deduce from corollary 4.3 of [12] that $v^{\kappa}$ is a nonnegative solution of $\Delta u=4 u^{2}$ in $D$.

## 5. Properties of $\boldsymbol{v}_{\boldsymbol{\theta}}^{\boldsymbol{\kappa}}$ for $\boldsymbol{\theta}>0$

Let $\varphi$ be a bounded nonnegative measurable function defined on $\partial D$. The same ideas as in [1] lead to the equation satisfied by $v_{\theta}^{\kappa}$. We assume in this section that $\theta>0$.

Proposition 5.1. The function $v_{\theta}^{\kappa}$ is bounded on $\bar{D}$.
Proof. By definition, we know that $v_{\theta}^{\kappa}$ is non negative. To get the upper bound, for every $x \in \bar{D}$, we have from (5) and (4)

$$
\begin{aligned}
v_{\theta}^{\kappa}(x) & \leq \mathbb{N}_{x}\left[\left(Z_{\theta}^{\kappa}, \varphi\right)\right] \\
& =\frac{1}{2} \mathbb{N}_{x}\left[\int_{0}^{+\infty} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{i}=1\right\}} d L_{u}\right] \\
& =\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{u}\right) \mathbf{1}_{\{R(u) \geq \theta\}} \mathbf{1}_{\left\{\frac{1}{2}(\kappa \cdot l)_{u} \leq \tau\right\}} d l_{u}\right] \\
& =\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{u}\right) \mathrm{e}^{-\theta u} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{u}} d l_{u}\right] .
\end{aligned}
$$

This last quantity is bounded since $\varphi$ is bounded on $\partial D, \theta>0$, and since

$$
\sup _{x \in \bar{D}} \mathbb{E}_{x}\left[\int_{0}^{+\infty} \mathrm{e}^{-\theta s} d l_{s}\right]<+\infty
$$

thanks to (24).
Proposition 5.2. The function $v_{\theta}^{\kappa}$ is solution of the integral equation: for all $x \in \bar{D}$,

$$
\begin{align*}
& v_{\theta}^{\kappa}(x)+2 \mathbb{E}_{x}\left[\int_{0}^{+\infty} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& \quad=\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] \tag{8}
\end{align*}
$$

Proof. We follow the proof of theorem 4.2 of [1]. By definition of $v_{\theta}^{\kappa}$ and $Z_{\theta}^{\kappa}$, we have, for every $x \in \partial D$,

$$
\begin{aligned}
v_{\theta}^{\kappa}(x)= & \mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{K}, \varphi\right)}\right] \\
= & \mathbb{N}_{x}\left[1-\exp \left(-\frac{1}{2} \int_{0}^{+\infty} \varphi\left(\hat{W}_{s}\right) \mathbf{1}_{\left\{\hat{R}_{s} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{s}=1\right\}} d L_{s}\right)\right] \\
= & \frac{1}{2} \mathbb{N}_{x}\left[\int_{0}^{+\infty} d L_{s} \varphi\left(\hat{W}_{s}\right) \mathbf{1}_{\left\{\hat{R}_{s} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{s}=1\right\}}\right. \\
& \left.\times \exp \left(-\frac{1}{2} \int_{s}^{+\infty} d L_{u} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}}\right)\right] .
\end{aligned}
$$

Let us recall $P_{\tilde{w}}^{*}$ is the law of the Brownian snake started at $\tilde{w}$ and killed when its lifetime reaches 0 (see the end of section 2). We denote by $\mathrm{E}_{\tilde{w}}^{*}$ the expectation with respect to $\mathrm{P}_{\tilde{w}}^{*}$. Now, we replace

$$
\exp \left(-\frac{1}{2} \int_{s}^{+\infty} d L_{u} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}}\right)
$$

by its predictable projection to get

$$
\left.\left.\begin{array}{rl}
v_{\theta}^{\kappa}= & \frac{1}{2} \mathbb{N}_{x}\left[\int_{0}^{+\infty} d L_{s} \varphi\left(\hat{W}_{s}\right) \mathbf{1}_{\left\{\hat{R}_{s} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{s}=1\right\}}\right. \\
& \times \mathrm{E}_{\tilde{W}_{s}}^{*}\left[\mathrm{e}^{\left(-\frac{1}{2} \int_{0}^{+\infty} d L_{u} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}}\right.} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}}\right)
\end{array}\right]\right] .
$$

Let us now compute, for $\tilde{w}=(W, R, J, K) \in \mathcal{W}_{x}$,

$$
\mathrm{E}_{\tilde{W}_{s}}^{*}\left[\mathrm{e}^{-\frac{1}{2} \int_{0}^{+\infty} d L_{u} \varphi\left(\hat{W}_{u}\right) \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}=1\right\}}}\right]=\mathrm{E}_{\tilde{W}_{s}}^{*}\left[\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right]
$$

We consider the Brownian snake under $\mathrm{P}_{\tilde{w}}^{*}$ and we set $\left(\alpha_{i}, \beta_{i}\right)_{i \in I}$ the excursion intervals of $\zeta_{s}-\inf _{[0, s]} \zeta_{r}$ above 0 . For every $i \in I$, we define $\tilde{W}^{i} \in \mathbb{C}\left(\mathbb{R}_{+}, \mathcal{W}_{\zeta_{\alpha_{i}}}, \tilde{w}\left(\zeta_{\alpha_{i}}\right)\right)$ by setting, for every $s \geq 0$,

$$
\tilde{W}_{s}^{i}(t)=\tilde{W}_{\left(\alpha_{i}+s\right) \wedge \beta_{i}}\left(\zeta_{\alpha_{i}}+t\right) \quad t \in\left[0, \zeta_{s}^{i}=\zeta\left(\alpha_{i}+s\right) \wedge \beta_{i}-\zeta_{\alpha_{i}}\right)
$$

We have

$$
\left(Z_{\theta}^{\kappa}, \varphi\right)=\sum_{i \in I} \frac{1}{2} \int_{0}^{\infty} \varphi\left(\hat{W}_{u}^{i}\right) \mathbf{1}_{\left\{\hat{R}_{u}^{i} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{u}^{i}=1\right\}} d L_{u}^{i}
$$

where $L^{i}$ is the CAF of lemma 3.1 for the snake $\tilde{W}^{i}$. Let us recall the Poissonian representation of the Brownian snake (proposition 2.5 of [12]). For $\tilde{w} \in \mathcal{W}_{x}$, the point measure

$$
\sum_{i \in I} \delta_{\left(\zeta_{\alpha_{i}}, \tilde{W}^{i}\right)}
$$

is under $\mathrm{P}_{\tilde{w}}^{*}$ a Poisson point measure with intensity

$$
2 \mathbf{1}_{[0, \zeta)}(t) d t \mathbb{N}_{\tilde{w}(t)}(d W)
$$

Thus we have

$$
\begin{aligned}
\mathrm{E}_{\tilde{w}}^{*}\left[\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right] & =\exp \left(-2 \int_{0}^{\zeta} d t \mathbb{N}_{\tilde{w}(t)}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right]\right) \\
& =\exp \left(-2 \int_{0}^{\zeta} d t \mathbf{1}_{\{R(t) \geq \theta, J(t)=1\}} \mathbb{N}_{W(t)}\left[1-\mathrm{e}^{-\left(Z_{\theta}^{\kappa}, \varphi\right)}\right]\right) \\
& =\exp \left(-2 \int_{0}^{\zeta} d t \mathbf{1}_{\{R(t) \geq \theta, J(t)=1\}} v_{\theta}^{\kappa}(W(t))\right)
\end{aligned}
$$

with $\tilde{w}(t)=(W(t), R(t), J(t), K(t))$ where we used equation (7) for the second equality. Since the processes $R_{s}$ and $J_{s}$ are decreasing, we have

$$
v_{\theta}^{\kappa}(x)=\frac{1}{2} \mathbb{N}_{x}\left[\int_{0}^{+\infty} d L_{s} \varphi\left(\hat{W}_{s}\right) \mathbf{1}_{\left\{\hat{R}_{s} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{J}_{s}=1\right\}} \exp \left(-2 \int_{0}^{\zeta_{s}} d t v_{\theta}^{\kappa}\left(W_{s}(t)\right)\right)\right]
$$

Eventually we get, using equation (4), the equation

$$
\begin{align*}
v_{\theta}^{\kappa}(x) & =\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathbf{1}_{\{R(s) \geq \theta\}} \mathbf{1}_{\left\{(\kappa \cdot l)_{s} \leq 2 \tau\right\}} \exp \left(-2 \int_{0}^{s} d t v_{\theta}^{\kappa}\left(B_{t}\right)\right)\right] \\
& =\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} \exp \left(-2 \int_{0}^{s} d t v_{\theta}^{\kappa}\left(B_{t}\right)\right)\right] \tag{9}
\end{align*}
$$

that we will re-use at the end of the proof.

## Let us now compute

$$
\begin{aligned}
\mathbb{E}_{x}[ & \left.\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\left(1-\exp \left(-2 \int_{0}^{s} d t v_{\theta}^{\kappa}\left(B_{t}\right)\right)\right)\right] \\
= & 2 \mathbb{E}_{x}\left[\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right. \\
& \left.\times \int_{0}^{s} d t v_{\theta}^{\kappa}\left(B_{t}\right) \exp \left(-2 \int_{t}^{s} d u v_{\theta}^{\kappa}\left(B_{u}\right)\right)\right] \\
= & 2 \int_{0}^{+\infty} d t \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right) \int_{t}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right. \\
& \left.\times \exp \left(-2 \int_{t}^{s} d u v_{\theta}^{\kappa}\left(B_{u}\right)\right)\right] \\
= & 2 \int_{0}^{+\infty} d t \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right) \mathrm{e}^{-\theta t} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}} \mathbb{E}_{B_{t}}\right. \\
& \left.\times\left[\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} \mathrm{e}^{\left(-2 \int_{0}^{s} d u v_{\theta}^{\kappa}\left(B_{u}\right)\right)}\right]\right] \\
= & 4 \int_{0}^{+\infty} d t \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)^{2} \mathrm{e}^{-\theta t} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right]
\end{aligned}
$$

by equation (9). Now, if we rewrite equation (9) as

$$
\begin{aligned}
v_{\theta}^{\kappa}(x)= & \frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right] \\
& -\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} d l_{s} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\left(1-\exp \left(-2 \int_{0}^{s} d t v_{\theta}^{\kappa}\left(B_{t}\right)\right)\right)\right]
\end{aligned}
$$

the last computation gives the sought-after equation.

Proposition 5.3. Let $T$ be a stopping time (with respect to the natural filtration of $B)$, finite a.s. Then $v_{\theta}^{\kappa}$ satisfies the equation: for all $x \in \bar{D}$,

$$
\begin{aligned}
& v_{\theta}^{\kappa}(x)+2 \mathbb{E}_{x}\left[\int_{0}^{T} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& \quad=\mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{T}\right) \mathrm{e}^{-\theta T} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{T}}\right]+\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{T} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right]
\end{aligned}
$$

Proof. Let us first compute

$$
\begin{aligned}
\mathbb{E}_{x} & {\left[\int_{0}^{+\infty} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] } \\
= & \mathbb{E}_{x}\left[\int_{0}^{T} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& +\mathbb{E}_{x}\left[\int_{T}^{+\infty} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
= & \mathbb{E}_{x}\left[\int_{0}^{T} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& +\mathbb{E}_{x}\left[\mathrm{e}^{-\theta T} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{T}} \mathbb{E}_{B_{T}}\left[\int_{0}^{+\infty} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right]\right]
\end{aligned}
$$

by the strong Markov property of $B$. Now, by proposition 5.2, we have,

$$
\begin{aligned}
& \mathbb{E}_{B_{T}}\left[\int_{0}^{+\infty} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& \quad=\frac{1}{4} \mathbb{E}_{B_{T}}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right]-\frac{1}{2} v_{\theta}^{\kappa}\left(B_{T}\right)
\end{aligned}
$$

So, plugging this equality into the previous formula gives

$$
\begin{aligned}
\mathbb{E}_{x} & {\left[\int_{0}^{+\infty} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] } \\
= & \mathbb{E}_{x}\left[\int_{0}^{T} v_{\theta}^{K}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& +\frac{1}{4} \mathbb{E}_{x}\left[\mathrm{e}^{-\theta T} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{T}} \mathbb{E}_{B_{T}}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right]\right] \\
& -\frac{1}{2} \mathbb{E}_{x}\left[\mathrm{e}^{-\theta T} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{T}} v_{\theta}^{\kappa}\left(B_{T}\right)\right] \\
= & \mathbb{E}_{x}\left[\int_{0}^{T} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& +\frac{1}{4} \mathbb{E}_{x}\left[\int_{T}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] \\
& -\frac{1}{2} \mathbb{E}_{x}\left[\mathrm{e}^{-\theta T} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{T}} v_{\theta}^{\kappa}\left(B_{T}\right)\right]
\end{aligned}
$$

using the strong Markov property again. Subtracting to (8) two times the last equation gives the result.
Corollary 5.4. The function $v_{\theta}^{\kappa}$ belongs to $C^{2}(D)$ and is solution of $\Delta u=4 u^{2}+$ $2 \theta$ u on $D$.

Proof. Let $x \in D$. As $D$ is an open subset, there exists $\varepsilon>0$ such that the ball $B(x, \varepsilon)$ centered at $x$ and of radius $\varepsilon$ is included in $D$. Let $T$ be the exit time of $B$ out of this ball. Then, under $\mathbb{P}_{x},\left(B_{u}\right)_{0 \leq u \leq T}$ is a standard Brownian motion stopped when it leaves $B(x, \varepsilon)$ and $l_{T}=0 \mathbb{P}_{x}$-a.s. Proposition 5.3 gives now

$$
v_{\theta}^{\kappa}(x)+2 \mathbb{E}_{x}\left[\int_{0}^{T} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]=\mathbb{E}_{x}\left[v_{\theta}\left(B_{T}\right) \mathrm{e}^{-\theta T}\right]
$$

where $B$ is a standard Brownian motion and classical results on the Brownian motion give the proposition.

Proposition 5.5. The function $v_{\theta}^{\kappa}$ is continuous on $\bar{D}$.
Proof. We fix a time $t>0$ and we apply proposition 5.3 to $T=t$. We have

$$
\begin{aligned}
v_{\theta}^{\kappa}(x)= & \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)\right] \mathrm{e}^{-\theta t}-\mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right)\right] \mathrm{e}^{-\theta t} \\
& +\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{t} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] \\
& -2 \mathbb{E}_{x}\left[\int_{0}^{t} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right]
\end{aligned}
$$

As $\varphi$ and $v_{\theta}^{\kappa}$ are bounded, the three last terms converge to 0 uniformly in $x$ and, as $t$ decreases to 0 thanks to (26) with $n=1$. Furthermore for fixed $t>0$, the application $x \mapsto \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)\right]$ is continuous on $\bar{D}$. This implies that $v_{\theta}^{\kappa}$ is continuous on $\bar{D}$.

Let $C_{b}^{2}(D)$ be the set of bounded functions defined on $D$ which are of class $C^{2}$ with bounded derivatives of order 1 and 2 .

Proposition 5.6. If $\varphi$ is continuous on $\partial D$, then, for every test function $\phi \in$ $C_{b}^{2}(D) \cap C^{1}(\bar{D})$, we have

$$
\begin{aligned}
& \int_{D} \Delta \phi(x) v_{\theta}^{\kappa}(x) d x-4 \int_{D} \phi(x) v_{\theta}^{\kappa}(x)^{2} d x-2 \theta \int_{D} \phi(x) v_{\theta}^{K}(x) d x \\
& =\int_{\partial D} \frac{\partial \phi}{\partial n}(y) v_{\theta}^{K}(y) \sigma(d y)-\int_{\partial D} \phi(y) \varphi(y) \sigma(d y)-\int_{\partial D} \phi(y) v_{\theta}^{K}(y) \kappa(y) \sigma(d y) .
\end{aligned}
$$

In particular, for $\phi=1$, we have

$$
4 \int_{D} v_{\theta}^{\kappa}(x)^{2} d x+2 \theta \int_{D} v_{\theta}^{\kappa}(x) d x=\int_{\partial D} \varphi(y) \sigma(d y)+\int_{\partial D} \kappa(y) v_{\theta}^{\kappa}(y) \sigma(d y)
$$

Proof. The proof is similar to the proof of theorem 4.10 of [1]. First, we use the definition of the reflected Brownian motion via a martingale problem (see [9]). This gives that, for every $x \in \bar{D} t>0$, and $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$,

$$
\mathbb{E}_{x}\left[\phi\left(B_{t}\right)-\phi(x)\right]=\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{t} \Delta \phi\left(B_{s}\right) d s\right]-\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{t} \frac{\partial \phi}{\partial n}\left(B_{s}\right) d l_{s}\right]
$$

So, multiplying by $v_{\theta}^{\kappa}(x)$ and integrating on $D$ leads to, for every $t>0$,

$$
\begin{aligned}
& \int_{D} v_{\theta}^{\kappa}(x) \mathbb{E}_{x}\left[\phi\left(B_{t}\right)-\phi(x)\right] d x \\
& \quad=\frac{1}{2} \int_{0}^{t} d s \int_{D} v_{\theta}^{\kappa}(x) \mathbb{E}_{x}\left[\Delta \phi\left(B_{s}\right)\right] d x-\frac{1}{2} \int_{D} v_{\theta}^{\kappa}(x) \mathbb{E}_{x}\left[\int_{0}^{t} \frac{\partial \phi}{\partial n}\left(B_{s}\right) d l_{s}\right] d x \\
& \quad=\frac{1}{2} \int_{0}^{t} d s \int_{D} \Delta \phi(x) \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{s}\right)\right] d x-\frac{1}{2} \int_{D} v_{\theta}^{\kappa}(x) \mathbb{E}_{x}\left[\int_{0}^{t} \frac{\partial \phi}{\partial n}\left(B_{s}\right) d l_{s}\right] d x
\end{aligned}
$$

because of the symmetry of the density of $B_{s}$. Using the symmetry again and then proposition 5.3 with $T=t$, we have

$$
\begin{aligned}
\int_{D} & v_{\theta}^{\kappa}(x) \mathbb{E}_{x}\left[\phi\left(B_{t}\right)-\phi(x)\right] d x \\
= & \int_{D} \phi(x) \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)-v_{\theta}^{\kappa}(x)\right] d x \\
= & \int_{D} \phi(x) \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right) \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}-v_{\theta}^{\kappa}(x)\right] d x \\
& -\int_{D} \phi(x) \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right)\right] d x \\
= & \int_{D} \phi(x)\left(v_{\theta}^{\kappa}(x) \mathrm{e}^{\theta t}-v_{\theta}^{\kappa}(x)\right) d x \\
& +2 \int_{D} \phi(x) \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] d x
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{1}{2} \int_{D} \phi(x) \mathrm{e}^{\theta t} E_{x}\left[\int_{0}^{t} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] d x \\
& -\int_{D} \phi(x) \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right)\right] d x
\end{aligned}
$$

So, we have, for every $t>0$,

$$
\begin{aligned}
& \frac{1}{2} \int_{D} d x \Delta \phi(x) \frac{1}{t} \int_{0}^{t} d s \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{s}\right)\right]-\frac{1}{2} \int_{D} d x v_{\theta}^{\kappa}(x) \frac{1}{t} \mathbb{E}_{x}\left[\int_{0}^{t} \frac{\partial \phi}{\partial n}\left(B_{s}\right) d l_{s}\right] \\
& \quad=\int_{D} \phi(x) v_{\theta}^{\kappa}(x) \frac{1}{t}\left(\mathrm{e}^{\theta t}-1\right) d x \\
& \quad+2 \int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} v_{\theta}^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] d x \\
& \quad-\frac{1}{2} \int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] d x \\
& \quad-\int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[v_{\theta}^{\kappa}\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right)\right] d x .
\end{aligned}
$$

Now we let $t$ goes to 0 and use the continuity $B$ as well as the continuity of $v_{\theta}^{\kappa}$ on $\bar{D}$, the lemmas $9.2,9.3,9.4$ and 9.5 to get the equation of the proposition.

For $k \in \mathbb{N}, \alpha \in(0,1]$, let $C^{k, \alpha}(\Omega)$ be the set of functions defined on $\Omega$ which are $k$ times differentiable such that their $k^{\text {th }}$ derivative is Hölder with parameter $\alpha$.
Proposition 5.7 (Recall that $\theta>0$ ). Let $\varphi \in C^{1, \alpha}(\partial D)$ be nonnegative. The function $v_{\theta}$ belongs to $C^{2}(D) \cap C^{1}(\bar{D})$ and it is the unique nonnegative solution of the Neumann problem

$$
\begin{align*}
& \Delta u=4 u^{2}+2 \theta u \quad \text { in } D \\
& \frac{\partial u}{\partial n}=\varphi \text { on } \partial D . \tag{10}
\end{align*}
$$

Furthermore, $v_{\theta}$ belongs to $C^{2, \alpha}(\bar{D})$.
Proof. Since $\varphi \in C^{1, \alpha}(\partial D)$, we deduce from propositions 9.6 and 9.9, that the function $\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right]$ belongs to $C^{2, \alpha}(\bar{D})$. Since $v_{\theta}$ is bounded, we deduce from proposition 9.8, that the function $\mathbb{E}_{x}\left[\int_{0}^{+\infty} v_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]$ belongs to $C^{0,1}(\bar{D})$. Thanks to (8), this implies that $v_{\theta} \in C^{0,1}(\bar{D})$. Using propositions 9.7 and 9.9, we deduce again from (8), that $v_{\theta} \in C^{2, \alpha}(\bar{D})$. From proposition 9.7, we get that $v_{\theta}$ is a solution of (10).

Let us check the uniqueness of solutions to (10). Let $u \in C^{2}(D) \cap C^{1}(\bar{D})$ be another nonnegative solution of (10). Set $w=u-v_{\theta}$. The function $w$ solves

$$
\begin{array}{rlrl}
\Delta w-k w & =0 & & \text { in } D \\
\frac{\partial w}{\partial n}=0 & & \text { on } \partial D,
\end{array}
$$

where $k=4\left(u+v_{\theta}\right)+2 \theta>0$ belongs to $C^{1}(\bar{D})$. From the maximum principle (see theorem 8 in [15]), we get that either that $w \leq 0$ or $w>0$ is constant in $D$.

Using $-w$ instead of $w$, we deduce that $w$ is constant in $D$. Therefore we have $u=v_{\theta}+c$. Subtracting (10) applied to $u$ and $v_{\theta}$, we get that $c\left(4 v_{\theta}+2 c+\theta\right)=0$. Either $c=0$ or $v_{\theta}$ is constant. If $v_{\theta}$ is constant, from (10) we get that $\varphi=0$ and by construction $v_{\theta}=0$. This in turn implies that $c(2 c+\theta)=0$. Since $u=c$ is nonnegative, we get that $u=0$. In any case $c=0$ and thus we have $u=v_{\theta}$.

## 6. Properties of $\boldsymbol{v}^{\boldsymbol{k}}$

Let $\varphi$ be a bounded nonnegative measurable function defined on $\partial D$. Recall that for $\kappa \geq 0$ and $x \in \bar{D}, v^{\kappa}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z^{\kappa}, \varphi\right)}\right]$ and $v^{\kappa} \leq v^{0}=v$.
Proposition 6.1. The function $v^{\kappa}$ is bounded on $\bar{D}$ for $\kappa \geq 0$.
The proof of this theorem is at the end of this section.
Proposition 6.2. The function $v^{k}$ is continuous on $\bar{D}$.
Proof. By construction, we have that $v_{\theta}^{\kappa}$ increases to $v^{\kappa}$ as $\theta$ decreases to 0 . From proposition 5.3, we get by dominated convergence: for $x \in \bar{D}$,

$$
\begin{aligned}
v^{\kappa}(x)+\mathbb{E}_{x}\left[\int_{0}^{t} v^{\kappa}\left(B_{s}\right)^{2} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right]= & \mathbb{E}_{x}\left[v^{\kappa}\left(B_{t}\right) \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right] \\
& +\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{t} \varphi\left(B_{s}\right) \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right]
\end{aligned}
$$

Now, as $\varphi$ and $v^{\kappa}$ are bounded, we conclude as in the proof of proposition 5.5.
By dominated convergence, we deduce from proposition 5.6 the next result as $\theta$ decreases to 0 .

Proposition 6.3. Assume $\varphi$ is a continuous nonnegative function on $\partial D$. For any test function $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$, we have:

$$
\begin{align*}
& \int_{D} \Delta \phi(x) v^{\kappa}(x) d x-4 \int_{D} \phi(x) v^{\kappa}(x)^{2} d x \\
& =\int_{\partial D} \frac{\partial \phi}{\partial n}(y) v^{\kappa}(y) \sigma(d y)-\int_{\partial D} \phi(y) \varphi(y) \sigma(d y)-\int_{\partial D} \phi(y) \kappa(y) v^{\kappa}(y) \sigma(d y) . \tag{11}
\end{align*}
$$

In particular, for $\phi=1$, we have

$$
4 \int_{D} v^{\kappa}(x)^{2} d x=\int_{\partial D} \varphi(y) \sigma(d y)+\int_{\partial D} \kappa(y) v^{\kappa}(y) \sigma(d y) .
$$

Notice that any function $v \in C^{2}(D) \cap C^{1}(\bar{D})$ solution of the Neumann problem (1) satisfies the integral equation (11), for any test function.

Definition 6.4. We say that a bounded measurable function $v$ which satisfies (11) for any test function is a weak solution of the Neumann problem (1).
We will mainly consider weak solutions that are continuous on $\bar{D}$.

Proof of proposition 6.1. Because $v^{\kappa} \leq v=v^{0}$, it is enough to prove the proposition for $v$.

Let $g$ be a continuous nonnegative function defined on $\partial D$. Consider the Dirichlet problem in $D$ :

$$
\begin{align*}
\Delta u-2 \theta u & =4 u^{2} \quad \text { in } D, \\
u & =g \quad \text { on } \partial D . \tag{12}
\end{align*}
$$

From [7], we know there exists only one nonnegative solution to this equation $u_{\theta}$, and $u_{\theta}$ belongs to $C^{2}(D) \cap C^{0}(\bar{D})$. Since $L=\frac{\Delta}{2}-\theta$ is the infinitesimal generator of the Brownian motion killed at an independent exponential time with parameter $\theta>0$, we also have the following integral equation:

$$
\begin{equation*}
u_{\theta}(x)+2 \mathbb{E}_{x}\left[\int_{0}^{\tau_{D}} u_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]=\mathbb{E}_{x}\left[g\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right] \tag{13}
\end{equation*}
$$

where $\tau_{D}=\inf \left\{t \geq 0 ; B_{t} \notin D\right\}$. This integral representation is also valid for $\theta=0$. The next lemma give a regularity result on $u_{\theta}$ when $g$ is smooth. Recall that $D$ has a $C^{3}$ boundary.
Lemma 6.5. Let $\theta>0$. If $g \in C^{2, \alpha}(\partial D)$, then the nonnegative solution $u_{\theta}$ of (13) lies in $C^{2, \alpha^{\prime}}(\bar{D})$, where $\alpha^{\prime}=\min (\alpha, 1 / 2)$.

This result doesn't seem optimal since $\alpha^{\prime}$ might be less than $\alpha$. The proof of this lemma is in section 9.5.

From now on, we assume that $\theta>0$. Notice that under the hypothesis of lemma 6.5, the normal derivative of $u_{\theta}$ is continuous and well defined. However this normal derivative can be negative at some point of $\partial D$. We can't represent $u_{\theta}$ as $\mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}, \varphi\right)}\right]$, with $\varphi$ the normal derivative of $u_{\theta}$ in general. For our purpose it will be sufficient to consider $u_{N, \theta}$ solution of (13) with $g$ constant equal to $N>0$. From (13), we have $u_{N, \theta}<N$ in $D$. Therefore the normal derivative of $u_{N, \theta}$, say $\varphi_{N, \theta}$ is nonnegative.

Let us find a lower bound for $\varphi_{N, \theta}$ independent of $\theta>0$. Since $D$ is bounded with $C^{3}$ boundary, there exists $r_{0}>0$, such that for any $x_{0} \in \partial D$, the open ball $B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$ with radius $r_{0}$ centered at $x_{0}-r_{0} n_{x_{0}}$, where $n_{x_{0}}$ is the outward normal of $D$ at point $x_{0}$, lies in $D$. Let $w_{N}$ be the unique nonnegative solution of $\Delta u=4 u^{2}$ in $B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$ with boundary condition $w_{N}=N$ on $\partial B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$. In particular $w_{N} \in C^{2}(\bar{D})$, thanks to lemma 6.5. Since $u_{N, \theta}<$ $N$ in $D$, we deduce that $u_{N, \theta} \leq w_{N}$ on $\partial B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$. Let $z=u_{N, \theta}-w_{N}$. The function $z$ satisfies $\Delta z-k z \geq 0$ in $D$ with $k=4\left(u_{N, \theta}+w_{N}\right) \geq 0$ and $z \leq 0$ on $\partial B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$. From the maximum principle (theorem 6 in [15]), we get that $z \leq 0$ in $B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$, hence

$$
u_{N, \theta} \leq w_{N} \quad \text { in } B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right) .
$$

Since $w_{N}\left(x_{0}\right)=u_{N, \theta}\left(x_{0}\right)=N$, we have for $\varepsilon>0$ small enough

$$
w_{N}\left(x_{0}\right)-w_{N}\left(x_{0}-\varepsilon n_{x_{0}}\right) \leq u_{N, \theta}\left(x_{0}\right)-u_{N, \theta}\left(x_{0}-\varepsilon n_{x_{0}}\right) .
$$

This implies that $\phi_{N}\left(x_{0}\right) \leq \varphi_{N, \theta}\left(x_{0}\right)$, where $\phi_{N}$ is the normal derivative of $w_{N}$.

Lemma 6.6. There exists a constant $c_{0}$ depending only on $r_{0}$ and the dimension $d$, such that $\phi_{N}\left(x_{0}\right) \geq\left(N-c_{0}\right) / r_{0}$ for all $N>0$.

For the clarity of the exposition, the proof of this lemma is postponned to section 9.5.

Let $\varphi \geq 0$ measurable defined on $\partial D$. Let $N \geq r_{0} \sup _{x \in \partial D}|\varphi(x)|+c_{0}$. Notice $N$ is independent of $\theta>0$. Since $u_{N, \theta}$ is in $C^{2, \alpha}(\bar{D})$ for some $\alpha>0$, we get that $u_{N, \theta}$ is a strong solution of (10) with boundary condition $\varphi_{N, \theta}=\frac{\partial u_{N, \theta}}{\partial n}$ on $\partial D$. We deduce from proposition 5.7, that $u_{N, \theta}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\left(Z_{\theta}, \varphi_{N, \theta}\right)}\right]$. From lemma 6.6, we deduce that $\varphi \leq \varphi_{N, \theta}$ and thus $v_{\theta} \leq u_{N, \theta} \leq N$. Since this upper bound is uniform in $\theta>0$, we deduce that $v$ itself is bounded from above by $N$.

## 7. An integral equation for $v$

From (23), we see the green kernel

$$
G(x, y)=\int_{0}^{\infty}\left[p_{t}(x, y)-a_{D}\right] d t, \quad \text { where } a_{D}=1 / \int_{D} d y
$$

is well defined a.e. in $\bar{D} \times \bar{D}$. If $h$ is a measurable bounded function defined on $D$, we set $G h(x)=\int_{D} G(x, y) h(y) d y$. If $\varphi$ is a measurable bounded function defined on $\partial D$, we set $G \varphi \sigma(x)=\int_{\partial D} G(x, y) \varphi(y) \sigma(d y)$.

From now on, let $\varphi$ be a bounded measurable nonnegative function on $\partial D$.
Proposition 7.1. Let $v(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-(Z, \varphi)}\right]$. Then $v$ satisfies the integral equation: for $x \in \bar{D}$,

$$
\begin{equation*}
v(x)+2 G v^{2}(x)-a_{D} \int_{D} v(y) d y=\frac{1}{2} G \varphi \sigma(x) . \tag{14}
\end{equation*}
$$

Notice that (14) may have many different nonnegative solutions (see remark 7.3). However, there is a unique nonnegative solution to (14) satisfying the integral condition $4 \int_{D} v(y)^{2} d y=\int_{\partial D} \varphi(y) \sigma(d y)$ (the proof of this fact is similar to what follows lemma 7.4).

Proof. From proposition 5.2 (with $\kappa=0$ ), we have

$$
\begin{equation*}
v_{\theta}(x)+2 \mathbb{E}_{x}\left[\int_{0}^{+\infty} v_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]=\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right] \tag{15}
\end{equation*}
$$

From (25), we deduce that

$$
\begin{aligned}
& \mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right] \\
& \quad=\int_{0}^{\infty} d s \mathrm{e}^{-\theta s} \int_{D} \varphi(y)\left[p_{s}(x, y)-a_{D}\right] \sigma(d y)
\end{aligned}
$$

$$
\begin{aligned}
& +a_{D} \int_{0}^{\infty} d s \mathrm{e}^{-\theta s} \int_{D} \varphi(y) \sigma(d y) \\
= & G \varphi \sigma(x)+\frac{a_{D}}{\theta} \int_{\partial D} \varphi(y) \sigma(d y) \\
& +\int_{0}^{\infty} d s\left(\mathrm{e}^{-\theta s}-1\right) \int_{D} \varphi(y)\left[p_{s}(x, y)-a_{D}\right] \sigma(d y)
\end{aligned}
$$

The third term of the last equality goes to 0 as $\theta \downarrow 0$, thanks to (22) and (23). Therefore, we have

$$
\mathbb{E}_{x}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right]=G \varphi \sigma(x)+\frac{a_{D}}{\theta} \int_{\partial D} \varphi(y) \sigma(d y)+o(1) .
$$

By a similar argument, we have

$$
\mathbb{E}_{x}\left[\int_{0}^{+\infty} v_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]=G v_{\theta}^{2}(x)+\frac{a_{D}}{\theta} \int_{D} v_{\theta}(y)^{2} d y+o(1)
$$

From the second equations of propositions 5.6 and 6.3 we get that

$$
4 \int_{D} v_{\theta}(y)^{2} d y+2 \theta \int_{D} v_{\theta}(y) d y=4 \int_{D} v(y)^{2} d y .
$$

Since $v_{\theta}$ increases uniformly to $v$ as $\theta$ decreases to $\theta$, we have $v_{\theta}=v+o(1)$ in $\bar{D}$. We deduce that

$$
\begin{aligned}
& 4 \int_{D} v_{\theta}(y)^{2} d y=4 \int_{D} v(y)^{2} d y-2 \theta \int_{D} v(y) d y+o(1) \text { and } \\
& G v_{\theta}^{2}=G v^{2}+o(1) \quad \text { in } \bar{D} .
\end{aligned}
$$

Plugging those results in (15), we get that for $x \in \bar{D}$,

$$
\begin{aligned}
& v(x)+2 G v^{2}(x)+2 \frac{a_{D}}{\theta} \int_{D} v(y)^{2} d y-a_{D} \int_{D} v(y) d y \\
& =\frac{1}{2} G \varphi \sigma(x)+\frac{1}{2} \frac{a_{D}}{\theta} \int_{\partial D} \varphi(y) \sigma(d y)+o(1) .
\end{aligned}
$$

Using the second equation of proposition 6.3 we get (14), as $\theta$ goes to 0 .
We assume $\varphi \geq 0$ is non zero, that is $\int_{\partial D} \varphi(y) \sigma(d y)>0$. We consider the functions defined on $\bar{D}$ by,

$$
\begin{aligned}
& w_{1}(x)=w_{1}=\frac{1}{2}\left[a_{D} \int_{\partial D} \varphi(y) \sigma(d y)\right]^{1 / 2}>0 \\
& w_{2}(x)=\frac{1}{2} G \varphi \sigma(x) \\
& w_{n}(x)=-2 \sum_{k=1}^{n-1} G\left(w_{k} w_{n-k}\right)(x)+c_{n}, \quad \text { for } n \geq 3,
\end{aligned}
$$

where we set

$$
c_{n}=-\frac{a_{D}}{2 w_{1}} \int_{D} \sum_{k=2}^{n-1} w_{k}(y) w_{n+1-k}(y) d y
$$

The functions are well defined, because the function $\varphi$ is bounded. By symmetry of $G$, we have for $n \geq 3$,

$$
\int_{D} w_{n}(y) d y=-2 \int_{D} \sum_{k=1}^{n-1} w_{k}(y) w_{n-k}(y) G \mathbf{1}(y) d y+\int_{D} c_{n} d y=\frac{c_{n}}{a_{D}}
$$

because $G 1=0$. In particular we deduce from the definition of $c_{n-1}$, that for $n \geq 4$,

$$
\begin{align*}
& \int_{D} \sum_{k=1}^{n-1} w_{k}(y) w_{n-k}(y) d y \\
& \quad=2 w_{1} \int_{D} w_{n-1}(y) d y+\int_{D} \sum_{k=2}^{n-2} w_{k}(y) w_{n-k}(y) d y=0 \tag{16}
\end{align*}
$$

For $f$ a measurable function defined on $\bar{D}$ (resp. $\partial D$ ), we define $\|f\|_{\infty}=$ $\sup \{|f(x)| ; x \in \bar{D}\}\left(\right.$ resp. $\left.\|f\|_{\infty}=\sup \{|f(x)| ; x \in \bar{\partial} D\}\right)$.

Proposition 7.2. (1) There exists $\eta_{0}>0$ (depending on $\varphi$ ), such that the series

$$
v_{\eta}^{+}=\sum_{n \geq 1} \eta^{n / 2} w_{n} \quad \text { and } \quad v_{\eta}^{-}=\sum_{n \geq 1}(-1)^{n} \eta^{n / 2} w_{n}
$$

are absolutely convergent (for the norm $\|\cdot\|_{\infty}$ ) for $\eta \in\left[0, \eta_{0}\right)$. The functions $v_{\eta}^{+}$and $v_{\eta}^{-}$are continuous in $\bar{D}$.
(2) For $\eta>0$, small enough, we have that $v_{\eta}^{+}$(resp. $v_{\eta}^{-}$) is the only nonnegative (resp. non positive) continuous weak solution to the Neumann problem

$$
\begin{equation*}
\Delta u=4 u^{2} \quad \text { in } D, \quad \text { and } \quad \frac{\partial u}{\partial n}=\eta \varphi \quad \text { on } \partial D \tag{17}
\end{equation*}
$$

In particular $v_{\eta}^{+}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\eta(Z, \varphi)}\right]$, for $\eta>0$, small enough.
Proof. 1) From (21), (22) and (23), it is clear that there exists a constant $c_{D}$, such that for any measurable function $f$ (resp. $h$ ) defined on $\bar{D}$ (resp. $\partial D$ ),

$$
\|G f\|_{\infty} \leq c_{D}\|f\|_{\infty} \quad \text { and } \quad\|G h \sigma\|_{\infty} \leq c_{D}\|h\|_{\infty}
$$

We have by recurrence that $\left\|w_{n}\right\|_{\infty} \leq \beta_{n}\|\varphi\|_{\infty}^{n / 2}$, where

$$
\beta_{1}=\frac{1}{2} \sqrt{a_{D} \int_{\partial D} \sigma(d y)}, \quad \beta_{2}=\frac{1}{2} c_{D}
$$

and for $n \geq 3$,

$$
\beta_{n}=2 c_{D} \sum_{k=1}^{n-1} \beta_{k} \beta_{n-k}+\sqrt{a_{D}} \rho \sum_{k=2}^{n-1} \beta_{k} \beta_{n+1-k}
$$

with $\rho=\left[\|\varphi\|_{\infty} / \int_{\partial D} \varphi(y) \sigma(d y)\right]^{1 / 2}$. It is easy to check there exists $\tilde{\eta}_{0}>0$ (depending only on $\beta_{1}, c_{D}$ and $\rho$ ) such that the series $g(r)=\sum_{k \geq 3} \beta_{k} r^{k}$ is convergent for $r \in\left[0, \tilde{\eta}_{0}\right)$, and that $g(r)$ is the smallest solution of

$$
g(r)=2 c_{D}\left[\left(g(r)+\beta_{1} r+\beta_{2} r^{2}\right)^{2}-\beta_{1}^{2} r^{2}\right]+\frac{1}{r} \sqrt{a_{D}} \rho\left[g(r)+\beta_{2} r^{2}\right]^{2}
$$

It is then clear that the series $v_{\eta}^{\delta}=v_{\eta}^{+}$or $v_{\eta}^{-}$, as $\delta=+1$ or $\delta=-1$, are absolutely convergent for $\eta \in\left[0, \eta_{0}=\tilde{\eta}_{0} /\|\varphi\|_{\infty}^{1 / 2}\right)$.

From the continuity of $p$, (22), (23), we have that $G \varphi \sigma$ is continuous on $\bar{D}$. By recurrence, we get that $w_{n}$ is continuous for $n \geq 3$. This implies that $v_{\eta}^{\delta}$ is continuous on $\bar{D}$.
2) Furthermore, let us note that, by the product of two series, for $\eta \in\left[0, \eta_{0}\right)$,

$$
\left(v_{\eta}^{\delta}\right)^{2}=\sum_{n \geq 2} \delta^{n} \eta^{n / 2} \sum_{k=1}^{n-1}\left(w_{k} w_{n-k}\right)
$$

and, as $G\left(w_{1}^{2}\right)=0$,

$$
G\left(\left(v_{\eta}^{\delta}\right)^{2}\right)=\sum_{n \geq 3} \delta^{n} \eta^{n / 2} \sum_{k=1}^{n-1} G\left(w_{k} w_{n-k}\right)
$$

Then, we have that, for $\eta \in\left[0, \eta_{0}\right)$,

$$
\begin{aligned}
v_{\eta}^{\delta}(x) & =\sum_{n \geq 1} \delta^{n} \eta^{n / 2} w_{n}(x) \\
& =\delta \sqrt{\eta} w_{1}+\eta w_{2}(x)-2 \sum_{n \geq 3} \delta^{n} \eta^{n / 2} \sum_{k=1}^{n-1} G\left(w_{k} w_{n-k}\right)(x)+\sum_{n \geq 3} \delta^{n} \eta^{n / 2} c_{n} \\
& =\delta \sqrt{\eta} w_{1}+\frac{\eta}{2} G \varphi \sigma(x)-2 G\left(\left(v_{\eta}^{\delta}\right)^{2}\right)(x)+\sum_{n \geq 3} \delta^{n} \eta^{n / 2} c_{n} .
\end{aligned}
$$

From the symmetry of $G$ and the fact that $G \mathbf{1}=0$, we get

$$
\begin{aligned}
\int_{D} v_{\eta}^{\delta}(y) d y= & \frac{\delta \sqrt{\eta}}{a_{D}} w_{1}+\frac{\eta}{2} \int_{D} G \varphi \sigma(y) d y \\
& -2 \int_{D} G\left(\left(v_{\eta}^{\delta}\right)^{2}\right)(y) d y+\sum_{n \geq 3} \frac{\delta^{n} \eta^{n / 2}}{a_{D}} c_{n}
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{\delta \sqrt{\eta}}{a_{D}} w_{1}+\frac{\eta}{2} \int_{\partial D} \varphi(x) G \mathbf{1}(x) \sigma(d x) \\
& -2 \int_{D}\left(v_{\eta}^{\delta}(x)\right)^{2} G \mathbf{1}(x) d x+\sum_{n \geq 3} \frac{\delta^{n} \eta^{n / 2}}{a_{D}} c_{n} \\
= & \frac{\delta \sqrt{\eta}}{a_{D}} w_{1}+\sum_{n \geq 3} \frac{\delta^{n} \eta^{n / 2}}{a_{D}} c_{n} .
\end{aligned}
$$

Plugging this in the previous equation, we get that

$$
v_{\eta}^{\delta}(x)=\frac{\eta}{2} G \varphi \sigma(x)-2 G\left(\left(v_{\eta}^{\delta}\right)^{2}\right)(x)+a_{D} \int_{D} v_{\eta}^{\delta}(y) d y .
$$

Hence $v_{\eta}^{\delta}$ solves (14) with $\varphi$ replaced by $\eta \varphi$.
Remark 7.3. By considering $w_{n}^{\prime}$ defined as $w_{n}$ but for $c_{n}^{\prime}=0$, it is easy to get that $v_{\eta}^{\prime}=\sum_{n \geq 1} \eta^{n / 2} w_{n}^{\prime}$ is well defined, continuous, nonnegative and solution of (14) for $\eta>0$ small enough. Since $c_{3} \neq 0$, we have $w_{\eta}^{\prime} \neq v_{\eta}^{+}$. Hence (14) doesn't have a unique nonnegative continuous solution.
We have

$$
\begin{aligned}
\int_{D} v_{\eta}^{\delta}(y)^{2} d y= & \int_{D} \sum_{n \geq 2} \delta^{n} \eta^{n / 2} \sum_{k=1}^{n-1} w_{k}(y) w_{n-k}(y) d y \\
= & \frac{\delta^{2} \eta}{a_{D}} w_{1}^{2}+\delta^{3} \eta^{3 / 2} w_{1} \int_{D} G \varphi \sigma(y) d y \\
& +\sum_{n \geq 4} \eta^{n / 2} \delta^{n} \int_{D} \sum_{k=1}^{n-1} w_{k}(y) w_{n-k}(y) d y \\
= & \frac{\eta}{4} \int_{\partial D} \varphi(y) \sigma(d y),
\end{aligned}
$$

where we used (16) for the last equality as well as the symmetry of $G$ and the fact that $G 1=0$. Thus we have that $v_{\eta}^{\delta}$ solves also

$$
\begin{equation*}
4 \int_{D} u(y)^{2} d y=\int_{\partial D} \varphi(y) \sigma(d y) \tag{18}
\end{equation*}
$$

with $\varphi$ replaced by $\eta \varphi$. The next lemma states that the two integral equations (14) and (18) characterize the weak solutions of the Neumann problem (1) (with $\kappa=0$ ). Its proof is postponed at the end of this section.
Lemma 7.4. Any bounded measurable function u satisfying (14) and (18) is a weak solution of the Neumann problem (1) (with $\kappa=0$ ). That is, for any test function $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$, we have:

$$
\begin{align*}
& \int_{D} \Delta \phi(y) u(y) d y-4 \int_{D} \phi(y) u(y)^{2} d y \\
& \quad=\int_{\partial D} \frac{\partial \phi}{\partial n}(y) u(y) \sigma(d y)-\int_{\partial D} \phi(y) \varphi(y) \sigma(d y) . \tag{19}
\end{align*}
$$

From this lemma, we get that $v_{\eta}^{+}$and $v_{\eta}^{-}$are continuous weak solution of the Neumann problem (1) (with $\kappa=0$ and $\varphi$ replaced by $\eta \varphi$ ). From propositions 6.2 and 6.3 , we have that $v_{\eta}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\eta(Z, \varphi)}\right]$ is also a continuous weak solution.

To complete the proof of the proposition, we just have to check that $v_{\eta}^{+}=v_{\eta}$. This will be done once we prove the uniqueness of the continuous weak solutions.

Let $\eta>0$ and $\varepsilon>0$ small enough, so that $\left|v_{\eta}^{\delta}\right|(x) \geq \varepsilon>0$ in $\bar{D}$ for $\delta \in\{+1,-1\}$ (this can be done since $w_{1}>0$ ). Consider $u$ a continuous nonnegative solution of (19), with $\varphi$ replaced by $\eta \varphi$. Since $v_{\eta}^{+}$is a positive solution of (19), by subtraction, we get

$$
\int_{D} w(y)[\Delta \phi(y)+4 q(y) \phi(y)]=\int_{\partial D} \frac{\partial \phi}{\partial n}(y) w(y) \sigma(d y)
$$

with $w=u-v_{\eta}^{+}$and $q=-4\left(u+v_{\eta}^{+}\right)$. From theorem 5.5 of [9], we deduce that $w=0$ (the finiteness of the gauge in [9] is implied by the fact that $q(y) \leq-\varepsilon<0$ for $y \in \bar{D}$ ). In particular, $v_{\eta}^{+}$is the unique continuous nonnegative solution of (19), for $\eta>0$ small enough. This implies that for $\eta>0$, small enough, $v_{\eta}^{+}(x)=$ $\mathbb{N}_{x}\left[1-\mathrm{e}^{-\eta(Z, \varphi)}\right]$.

Similarly, we get that $v_{\eta}^{-}$is the unique continuous non positive solution of (19), for $\eta>0$ small enough.
Corollary 7.5. Let $\varphi \geq 0$, such that $\int_{\partial D} \varphi(y) \sigma(d y)>0$. Then $v(x)=\mathbb{N}_{x}$ $\left[1-\mathrm{e}^{-(Z, \varphi)}\right]$ is the only nonnegative weak solution of $(1)($ with $\kappa=0)$.
Proof. From the last part of the proof of proposition 7.2, concerning uniqueness of weak solution, we see with $v_{\eta}^{+}$replaced by $v$ that it is enough to check that $v(x) \geq \varepsilon>0$ in $D$. For $\eta \in(0,1]$ small enough, we have

$$
v(x) \geq v_{\eta}^{+}(x)=\mathbb{N}_{x}\left[1-\mathrm{e}^{-\eta(Z, \varphi)}\right] .
$$

For $\varepsilon>0$ and $\eta>0$ small enough, we get that $v_{\eta}^{+} \geq \varepsilon$ on $D$, since $w_{1}>0$.
Proof of lemma 7.4. From the definition of the kernel $G$ and the symmetry of $p$ we get that for any bounded measurable function $f$ :

$$
\int_{D} G f(y) d y=0 \quad \text { and } \quad \int_{\partial D} G f \sigma(y) d y=0
$$

From [5], we get that:

- If $f$ is a bounded measurable function defined on $D$, then $G f$ is a weak solution of $\frac{\Delta}{2} w=-f+a_{D} \int_{D} f(y) d y$ with Neumann boundary condition $\frac{\partial w}{\partial n}=0$. And for any test function $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$,

$$
\begin{aligned}
& \int_{D} \Delta \phi(y) w(y) d y+2 \int_{D} \phi(y) f(y) d y-2 a_{D} \int_{D} \phi(y) d y \int_{D} f(y) d y \\
& \quad=\int_{\partial D} \frac{\partial \phi}{\partial n}(y) w(y) \sigma(d y)
\end{aligned}
$$

- If $h$ is a bounded measurable function defined on $\partial D$, then $\frac{1}{2} G h \sigma$ is a weak solution of $\frac{\Delta}{2} w=\frac{a_{D}}{2} \int_{\partial D} h(y) \sigma(d y)$ with Neumann boundary condition $\frac{\partial w}{\partial n}=h$. And for any test function $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$,

$$
\begin{gathered}
\int_{D} \Delta \phi(y) w(y) d y-a_{D} \int_{D} \phi(y) d y \int_{\partial D} h(y) \sigma(d y) \\
=\int_{\partial D} \frac{\partial \phi}{\partial n}(y) w(y) \sigma(d y)-\int_{\partial D} \phi(y) h(y) \sigma(d y)
\end{gathered}
$$

Let $u$ be a bounded measurable function defined on $\bar{D}$, satisfying (14) and (18). Let $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$, be a test function. Using the symmetry of $G$, the above remarks, we then deduce from (14) by multiplying by $\Delta \phi$ and integrating on $D$, that

$$
\begin{aligned}
& \int_{D} \Delta \phi(y) u(y) d y-4 \int_{D} \phi(y) u(y)^{2} d y+4 a_{D} \int_{D} \phi(y) d y \int_{D} u(y)^{2} d y \\
&+2 \int_{\partial D} \frac{\partial \phi}{\partial n}(y) G u^{2}(y) \sigma(d y)-a_{D} \int_{D} \Delta \phi(y) d y \int_{D} u(y) d y \\
&= a_{D} \int_{D} \phi(y) d y \int_{\partial D} \varphi(y) \sigma(d y) \\
&+\int_{\partial D} \frac{\partial \phi}{\partial n}(y) \frac{1}{2} G \varphi(y) \sigma(d y)-\int_{\partial D} \phi(y) \varphi(y) \sigma(d y) .
\end{aligned}
$$

Use (18) for the third term, (14) for the fourth and the Green formula $\int_{D} \Delta \phi(y) d y=$ $\int_{\partial D} \frac{\partial \phi}{\partial n}(y) \sigma(d y)$ for the fifth of the left member to get (19).

## 8. Properties of $Z$

We can give estimate of the probability of hitting small balls for the measure $Z$.
Let $x_{0} \in \partial D$, and $B_{\partial D}\left(x_{0}, \varepsilon\right)$ be the ball on the boundary of $D$ centered at $x$, with radius $\varepsilon>0: B_{\partial D}\left(x_{0}, \varepsilon\right)=\{y \in \partial D ;|x-y|<\varepsilon\}$. We write $Z\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)=$ $\left(Z, \mathbf{1}_{B_{\partial D}\left(x_{0}, \varepsilon\right)}\right)$.
Proposition 8.1. For every compact set $K \subset D$, there exists $1 / 2>\varepsilon_{0}>0$ and a constant $c_{d}>0$ (which depends on the dimension d) such that for any $x \in K$, $x_{0} \in \partial D, \varepsilon \in\left(0, \varepsilon_{0}\right)$,

$$
\mathbb{N}_{x}\left[Z\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)>0\right] \geq \begin{cases}c_{d} & \text { if } d=2 \text { or } 3 \\ c_{d}(\log (1 / \varepsilon))^{-1} & \text { if } d=4 \\ c_{d} \varepsilon^{d-4} & \text { if } d \geq 5\end{cases}
$$

Proof. We fix $\theta>0$ and notice that $\mathbb{N}_{x}\left[Z\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)>0\right] \geq \mathbb{N}_{x}\left[Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)\right.$ $>0]$. Consequently, it is enough to get a lower bound for $Z_{\theta}$.

Let us set

$$
g_{\theta}(x, y)=\int_{0}^{+\infty} p_{s}(x, y) e^{-\theta s} d s
$$

and recall the following estimates: there exists a constant $\alpha$ (which depends on $d$ and $\theta$ ) such that for all $(x, y) \in \bar{D} \times \bar{D}$,

$$
g_{\theta}(x, y) \leq \alpha h(x, y)
$$

with

$$
h(x, y)= \begin{cases}\left(1+\ln _{+} \frac{1}{\|x-y\|}\right) & \text { if } d=2 \\ \|x-y\|^{2-d} & \text { if } d \geq 3\end{cases}
$$

where $\ln _{+}(r)=\max (0, \ln (r))$ (see for instance [3], Corollary 3.3 or [6], Theorem 3.4 (iv)). Now, by Cauchy-Schwartz inequality, we have

$$
\mathbb{N}_{x}\left[Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)>0\right] \geq \frac{\mathbb{N}_{x}\left[Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)\right]^{2}}{\mathbb{N}_{x}\left[Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)^{2}\right]}
$$

The first moment is easy to estimate: we have, by definition of $Z_{\theta}$

$$
\begin{aligned}
\mathbb{N}_{x}\left[Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)\right] & =\mathbb{N}_{x}\left[\int_{0}^{\sigma} \mathbf{1}_{\left\{\hat{W}_{s} \in B_{\partial D}\left(x_{0}, \varepsilon\right)\right\}} \mathbf{1}_{\left\{\hat{R}_{s} \geq \theta\right\}} d L_{s}\right] \\
& =\mathbb{E}_{x}\left[\int_{0}^{+\infty} \mathbf{1}_{\left\{B_{s} \in B_{\partial D}\left(x_{0}, \varepsilon\right)\right\}}-\theta s d l_{s}\right] \\
& =\int_{B_{\partial D}\left(x_{0}, \varepsilon\right)} g_{\theta}(x, y) \sigma(d y)
\end{aligned}
$$

and, as $g_{\theta}$ is bounded below by a constant on $K \times \partial D$, there exists $\varepsilon_{0}>0$ such that for any $x \in K, x_{0} \in \partial D, \varepsilon \in\left(0, \varepsilon_{0}\right]$,

$$
\mathbb{N}_{x}\left[Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)\right] \geq c_{d} \varepsilon^{d-1}
$$

For the second moment, let us first prove the following lemma
Lemma 8.2. For every nonnegative measurable function $\varphi$ on $\partial D$,

$$
\mathbb{N}_{x}\left(\left(Z_{\theta}, \varphi\right)^{2}\right)=4 \int_{D} d y g_{\theta}(x, y)\left(\int_{\partial D} \sigma(d z) g_{\theta}(y, z) \varphi(z)\right)^{2} .
$$

Proof. Using the definition of the measure $Z_{\theta}$ then the Markov property, we have

$$
\begin{aligned}
\mathbb{N}_{x}\left[\left(Z_{\theta}, \varphi\right)^{2}\right] & =\mathbb{N}_{x}\left[\left(\int_{0}^{\sigma} d L_{u} \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \varphi\left(\hat{W}_{u}\right)\right)^{2}\right] \\
& =2 \mathbb{N}_{x}\left[\int_{0}^{\sigma} d L_{u} \int_{u}^{\sigma} d L_{u^{\prime}} \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \mathbf{1}_{\left\{\hat{R}_{\left.u^{\prime} \geq \theta\right\}}\right.} \varphi\left(\hat{W}_{u}\right) \varphi\left(\hat{W}_{u^{\prime}}\right)\right] \\
& =2 \mathbb{N}_{x}\left[\int_{0}^{\sigma} d L_{u} \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \varphi\left(\hat{W}_{u}\right) \mathrm{E}_{\tilde{W}_{u}}^{*}\left[\int_{0}^{\sigma} d L_{u^{\prime}} \mathbf{1}_{\left\{\hat{R}_{u^{\prime}} \geq \theta\right\}} \varphi\left(\hat{W}_{u^{\prime}}\right)\right]\right] \\
& =4 \mathbb{N}_{x}\left[\int_{0}^{\sigma} d L_{u} \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \varphi\left(\hat{W}_{u}\right) \int_{0}^{\zeta_{u}} d t \mathbb{N}_{\tilde{W}_{u}(t)}\left[\left(Z_{\theta}, \varphi\right)\right]\right]
\end{aligned}
$$

where we used the Poissonian representation, stated in the proof of proposition 5.2, of the Brownian snake under $\mathrm{E}_{\tilde{w}}^{*}$ (see also proposition 2.5 of [12]). Then, thank to formula (6), we get

$$
\mathbb{N}_{x}\left[\left(Z_{\theta}, \varphi\right)^{2}\right]=4 \mathbb{N}_{x}\left[\int_{0}^{\sigma} d L_{u} \mathbf{1}_{\left\{\hat{R}_{u} \geq \theta\right\}} \varphi\left(\hat{W}_{u}\right) \int_{0}^{\zeta_{u}} d t \mathbb{N}_{\left(W_{u}(t),+\infty, 1,0\right)}\left[\left(Z_{\theta}, \varphi\right)\right]\right]
$$

Now, using formula (4) twice, we have

$$
\begin{aligned}
\mathbb{N}_{x}\left[\left(Z_{\theta}, \varphi\right)^{2}\right] & =4 \mathbb{E}_{x}\left[\int_{0}^{+\infty} d l_{u} \mathrm{e}^{-\theta u} \varphi\left(B_{u}\right) \int_{0}^{u} d t \mathbb{E}_{B_{t}}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right]\right] \\
& =4 \mathbb{E}_{x}\left[\int_{0}^{+\infty} d t \int_{t}^{+\infty} d l_{u} \mathrm{e}^{-\theta u} \varphi\left(B_{u}\right) \mathbb{E}_{B_{t}}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right]\right] \\
& =4 \mathbb{E}_{x}\left[\int_{0}^{+\infty} d t \mathrm{e}^{-\theta t} \mathbb{E}_{B_{t}}\left[\int_{0}^{+\infty} \varphi\left(B_{s}\right) \mathrm{e}^{-\theta s} d l_{s}\right]^{2}\right] \\
& =4 \int_{D} d y g_{\theta}(x, y)\left(\int_{\partial D} \sigma(d z) g_{\theta}(y, z) \varphi(z)\right)^{2} .
\end{aligned}
$$

Applying this result with $\varphi=\mathbf{1}_{B_{\partial D}\left(x_{0}, \varepsilon\right)}$, we have

$$
\begin{aligned}
\mathbb{N}_{x} & \left(Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)^{2}\right) \\
& =4 \int_{D} d y g_{\theta}(x, y) \iint_{B_{\partial D}\left(x_{0}, \varepsilon\right)^{2}} \sigma(d z) \sigma\left(d z^{\prime}\right) g_{\theta}(y, z) g_{\theta}\left(y, z^{\prime}\right) \\
& =4 \iint_{B_{\partial D}\left(x_{0}, \varepsilon\right)^{2}} \sigma(d z) \sigma\left(d z^{\prime}\right) \int_{D} d y g_{\theta}(x, y) g_{\theta}(y, z) g_{\theta}\left(y, z^{\prime}\right) .
\end{aligned}
$$

We set

$$
\psi_{x, \theta}\left(z, z^{\prime}\right)=\int_{D} d y g_{\theta}(x, y) g_{\theta}(y, z) g_{\theta}\left(y, z^{\prime}\right)
$$

The upper bounds for the kernel $g_{\theta}$ lead to: for $x \in K, z, z^{\prime} \in \partial D$,

$$
\psi_{x, \theta}\left(z, z^{\prime}\right) \leq \begin{cases}C & \text { if } d \leq 3 \\ C\left(1+\ln _{+} \frac{1}{\left|z-z^{\prime}\right|}\right) & \text { if } d=4 \\ C\left|z-z^{\prime}\right|^{4-d} & \text { if } d \geq 5\end{cases}
$$

We then deduce easily, using the regularity of $\partial D$, that there exists $\varepsilon_{0} \in(0,1 / 2]$, and $c_{d}>0$, such that for any $x \in K, \varepsilon \in\left(0, \varepsilon_{0}\right], x_{0} \in \partial D$,

$$
\mathbb{N}_{x}\left(Z_{\theta}\left(B_{\partial D}\left(x_{0}, \varepsilon\right)\right)^{2}\right) \leq \begin{cases}c_{d} \varepsilon^{2(d-1)} & \text { if } d=2 \text { or } 3 \\ c_{d} \varepsilon^{6}\left(\ln \frac{1}{\varepsilon}\right) & \text { if } d=4 \\ c_{d} \varepsilon^{d+2} & \text { if } d \geq 5\end{cases}
$$

To finish, it suffices to combine the Cauchy-Schwartz inequality with the estimates for the first and second moment.

From the upper bound of $g_{\theta}$, we get the next lemma.
Lemma 8.3. For $d=2,3$, for every $x \in D$ and every $\theta>0$, the function

$$
\psi_{x, \theta}\left(y, y^{\prime}\right)=\int_{D} d z g_{\theta}(x, z) g_{\theta}(z, y) g_{\theta}\left(z, y^{\prime}\right)
$$

is continuous on $\partial D \times \partial D$.
Proposition 8.4. If $d=2$ or 3 , the measure $Z$ is absolutely continuous with respect to the surface measure $\sigma, \mathbb{N}_{x}$-a.e., for $x \in D$.

Proof. Mimicking the proof of theorem 5.1 in [2], we get that for $d=2$ or 3, $x \in D$, $\mathbb{N}_{x}$-a.e., $Z_{\theta}$ is absolutely continuous with respect to $\sigma$ for any $\theta>0$. Let $A \subset \partial D$ be measurable, such that $\int_{A} \sigma(d y)=0$. We deduce that $\left(Z_{\theta}, \mathbf{1}_{A}\right)=0, \mathbb{N}_{x}$-a.e. Since $Z_{\theta}$ increases to $Z$ as $\theta$ decreases to 0 , we deduce that $\mathbb{N}_{x}$-a.e., $\left(Z, \mathbf{1}_{A}\right)=0$ for any Borel set $A \subset \partial D$ such that $\int_{A} \sigma(d y)=0$. Since supp $Z \subset \partial D$, this implies that $Z$ is absolutely continuous with respect to $\sigma$.

If $A$ is a subset of $\mathbb{R}^{d}$, let $\operatorname{dim}(A)$ denote its Hausdorff dimension. For a measure $\mu$ on $\mathbb{R}^{d}$, let supp $\mu$ denote its closed support.

Proposition 8.5. We have, for every $x$ in $D$,

$$
\operatorname{dim}(\operatorname{supp} Z) \geq 3 \wedge(d-1) \quad \mathbb{N}_{x} \text {-a.e. on }\{Z \neq 0\}
$$

Proof. Let $d \geq 4$. We will first prove that

$$
\begin{equation*}
\operatorname{dim}\left(\operatorname{supp} Z_{\theta}\right) \geq 3 \wedge(d-1) \quad \mathbb{N}_{x} \text {-a.e. on }\left\{Z_{\theta} \neq 0\right\} \tag{20}
\end{equation*}
$$

Notice that since $Z_{\theta}$ increases to $Z$ as $\theta$ decreases to 0 , we have $\mathbb{N}_{x}$-a.e.,

$$
\operatorname{supp} Z=\bigcup_{k \in \mathbb{N}} \operatorname{supp} Z_{\theta_{k}}
$$

for any sequence $\left(\theta_{k}, k \in \mathbb{N}\right)$ that decreases to 0 . This implies the proposition.
The proof of (20) is an adaptation of the proof of Theorem 6.1 of [2]. We set, for $\alpha>0, h_{\alpha}(r)=r^{3}|\ln r|^{\alpha}$. Using lemma 8.2 and a polarization argument, we have for every $\varepsilon>0$,

$$
\mathbb{N}_{x}\left[\int_{D} Z_{\theta}(d y) Z_{\theta}\left(B_{\partial D}(y, \varepsilon)\right)\right]=4 \int_{\left|y-y^{\prime}\right|<\varepsilon} \sigma(d y) \sigma\left(d y^{\prime}\right) \psi_{x, \theta}\left(y, y^{\prime}\right)
$$

The upper bounds for $\psi_{x, \theta}$ obtained in the proof of proposition 8.1 yield for $\varepsilon$ small enough and $x \in D$, that

$$
\mathbb{N}_{x}\left[\int_{D} Z_{\theta}(d y) Z_{\theta}\left(B_{\partial D}(y, \varepsilon)\right)\right] \leq \begin{cases}C^{\prime}(x) \varepsilon^{3}|\ln \varepsilon| & \text { if } d=4 \\ C^{\prime}(x) \varepsilon^{3} & \text { if } d \geq 5\end{cases}
$$

In the case $d \geq 5$, we have for $n \in \mathbb{N}$ large enough,

$$
\begin{aligned}
\mathbb{N}_{x} & {\left[\int_{\partial D} Z_{\theta}(d y) \mathbf{1}_{\left\{Z_{\theta}\left(B_{\partial D}\left(y, 2^{-n}\right)\right) \geq n^{\alpha} 2^{-3 n}\right\}}\right] } \\
& \leq n^{-\alpha} 2^{3 n} \mathbb{N}_{x}\left[\int_{\partial D} Z_{\theta}(d y) Z^{\theta}\left(B_{\partial D}\left(y, 2^{-n}\right)\right)\right] \\
& \leq C^{\prime}(x) n^{-\alpha} 2^{3 n} 2^{-3 n} \\
& =C^{\prime}(x) n^{-\alpha} .
\end{aligned}
$$

If $\alpha>2$, we deduce that

$$
\sum_{n=1}^{+\infty} \mathbf{1}_{\left\{Z_{\theta}\left(B_{\partial D}\left(y, 2^{-n}\right)\right) \geq n^{\alpha} 2^{-3 n}\right\}}<\infty \quad Z_{\theta}(d y)-\text {.a.e. } \quad \mathbb{N}_{x}-\text { a.e. }
$$

This implies that

$$
\limsup _{\varepsilon \rightarrow 0} \frac{Z_{\theta}\left(B_{\partial D}(y, \varepsilon)\right)}{h_{\alpha}(\varepsilon)}<\infty, \quad Z_{\theta}(\text { dy }) \text {.a.e. } \quad \mathbb{N}_{x}-\text { a.e. }
$$

and a well-known result gives that the $h_{\alpha}$-Hausdorff measure of $\operatorname{supp} Z_{\theta}$ is strictly positive $\mathbb{N}_{x}$-a.e. on $\left\{Z_{\theta} \neq 0\right\}$.

The case $d=4$ is similar (with $\alpha>3$ ). In particular we deduce (20).

## 9. Appendix

### 9.1. Reflected Brownian motion

The properties of the reflected Brownian motion $B$ in $\bar{D}$ are from [5] and [16].
For $t>0, x, y \in \bar{D}$, let $p_{t}(x, y)$ be the density of the reflected Brownian motion $B_{t}$ when $B_{0}=x \in \bar{D}$. The density is a continuous function on $(0, \infty) \times \bar{D} \times \bar{D}$. It is also symmetric on $\bar{D} \times \bar{D}$.

For any $\varepsilon_{0}>0$, there exists a constant $c$ such that for any $x \in \bar{D}, t \in(0,1]$, $\varepsilon \in\left(0, \varepsilon_{0}\right]$,

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{D_{\varepsilon}} p_{t}(x, y) d y \leq c / \sqrt{t} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial D} p_{t}(x, y) \sigma(d y) \leq c / \sqrt{t}, \tag{22}
\end{equation*}
$$

where $\sigma(d y)$ is the surface measure on $\partial D$.
There exist two positive constant $c$ and $\beta$ such that for $t \geq 1$, we have for all $x, y \in \bar{D}$

$$
\begin{equation*}
\left|p_{t}(x, y)-a_{D}\right| \leq c \mathrm{e}^{-\beta t} \tag{23}
\end{equation*}
$$

where $a_{D}^{-1}=\int_{D} d y$.

We deduce from (22) and (23) that for any $\theta>0$, there exists a constant $c$ such that, for all $x \in \bar{D}$,

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{e}^{-\theta s} d s \int_{\partial D} p_{s}(x, y) \sigma(d y) \leq c . \tag{24}
\end{equation*}
$$

The local time of $B$ on $\partial D, l=\left(l_{t}, t \geq 0\right)$, is a continuous additive functional of $B$ with Revuz measure $\sigma(d y)$. In particular we have for any nonnegative function $f$ defined on $\mathbb{R}^{+} \times \partial D$

$$
\begin{equation*}
\mathbb{E}_{x}\left[\int_{0}^{\infty} f\left(s, B_{s}\right) d l_{s}\right]=\int_{0}^{\infty} d s \int f(s, y) p_{s}(x, y) \sigma(d y) . \tag{25}
\end{equation*}
$$

From this last equation and (22), it is easy to prove by recurrence that for $T>0$ and $n \geq 1$, there exists a constant $K_{n}$ such that for all $t \in[0, T]$,

$$
\begin{equation*}
\sup _{x \in \bar{D}} \mathbb{E}_{x}\left[l_{t}^{n}\right] \leq K_{n} t^{n / 2} \tag{26}
\end{equation*}
$$

The density $p_{s}(x, y)$ as a function of $x$ belongs to $C^{1}(\bar{D}) \cap C^{2}(D)$ for $(s, y) \in$ $(0, \infty) \times \bar{D}$. Furthermore (see [16] p.600) there exists a constant $c>0$ such that for $(s, y) \in(0, \infty) \times \bar{D}$, and $x=\left(x_{1}, \ldots, x_{d}\right) \in \bar{D}$,

$$
\begin{equation*}
\left|\frac{\partial p_{s}}{\partial x_{i}}(x, y)\right| \leq c s^{-(d+1) / 2} \tag{27}
\end{equation*}
$$

and also

$$
\begin{equation*}
\int_{D}\left|\frac{\partial p_{s}}{\partial x_{i}}(x, y)\right| d y \leq c^{-1 / 2} \tag{28}
\end{equation*}
$$

### 9.2. Convergence lemmas

In this section, we present some convergence results which are used for proving proposition 5.6. They all concern reflected Brownian motion.

## Lemma 9.1.

$$
\lim _{t \rightarrow 0} \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right] d x=0
$$

Proof. Let us recall that we denote by $\tau_{D}$ the exit time of $B$ out of $D$. For every $x \in D t_{0}>0$, we have for $t \in\left(0, t_{0}\right]$,

$$
\begin{aligned}
\frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right] & =\frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2} \mathbf{1}_{t>\tau_{D}}\right] \\
& \leq \frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{4}\right]^{1 / 2} \mathbb{P}_{x}\left(t>\tau_{D}\right)^{1 / 2} \\
& \leq C \mathbb{P}_{x}\left(t>\tau_{D}\right)^{1 / 2}
\end{aligned}
$$

thanks to (26). So, for every $x \in D$, we deduce that

$$
\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right]=0
$$

Moreover, thanks to (26), $\frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right]$ is bounded and the dominated convergence theorem gives the result.

The next lemma is lemma 4.13 in [1].
Lemma 9.2. For every continuous function $\phi$ on $\bar{D}$ and every continuous function $\psi$ on $\partial D$,

$$
\lim _{t \rightarrow 0} \int_{D} d x \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) d l_{s}\right]=\int_{\partial D} \sigma(d y) \phi(y) \psi(y) .
$$

Lemma 9.3. For every bounded measurable function $\phi$ on $D$ and every continuous function $\psi$ on $D$,

$$
\lim _{t \rightarrow 0} \int_{D} d x \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right]=\int_{D} \phi(x) \psi(x) d x
$$

Proof. We first write

$$
\begin{aligned}
& \int_{D} d x \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d s\right] \\
& \quad=\int_{D} d x \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) d s\right] \\
& \quad-\int_{D} d x \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right)\left(1-\mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right) d s\right] .
\end{aligned}
$$

The first term converges to the expected limit by the continuity of $B$. The second one goes to 0 as $t$ decreases to 0 , since for $t \leq 1$,

$$
\begin{aligned}
& \left|\int_{D} d x \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right)\left(1-\mathrm{e}^{-\theta s} \mathrm{e}^{\left.-\frac{1}{2}(\kappa \cdot l)_{s}\right)}\right) d s\right]\right| \\
& \quad \leq C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[\int_{0}^{t}\left(1-\mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right) d s\right] d x \\
& \quad \leq C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[\int_{0}^{t}\left(\theta s+\frac{1}{2}(\kappa \cdot l)_{s}\right) d s\right] d x \\
& \quad \leq C \int_{D}\left(t+\mathbb{E}_{x}\left[l_{t}\right]\right) d x
\end{aligned}
$$

and thanks to (26).
Lemma 9.4. For every continuous function $\phi$ on $\bar{D}$ and every continuous function $\psi$ on $\partial D$,

$$
\lim _{t \rightarrow 0} \int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] d x=\int_{\partial D} \phi(y) \psi(y) \sigma(d y) .
$$

Proof. As for lemma 9.3, we write

$$
\begin{aligned}
& \int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) \mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}} d l_{s}\right] d x \\
& =\int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right) d l_{s}\right] d x \\
& \quad-\int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right)\left(1-\mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right) d l_{s}\right] d x .
\end{aligned}
$$

The first term converges to the expected expression by lemma 9.2. The second one goes to 0 as $t$ decreases to 0 , since for $t \leq 1$,

$$
\begin{aligned}
& \left|\int_{D} \phi(x) \frac{1}{t} \mathrm{e}^{\theta t} \mathbb{E}_{x}\left[\int_{0}^{t} \psi\left(B_{s}\right)\left(1-\mathrm{e}^{-\theta s} \mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{s}}\right) d l_{s}\right] d x\right| \\
& \quad \leq C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[\int_{0}^{t}\left(\theta s+\frac{1}{2}(\kappa \cdot l)_{s}\right) d l_{s}\right] d x \\
& \quad \leq C \int_{D} \mathbb{E}_{x}\left[l_{t}\right] d x+C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right] d x
\end{aligned}
$$

thanks to (26) for the first term and lemma 9.1 for the second.
Lemma 9.5. For every bounded measurable function $\phi$ on $\bar{D}$ and every continuous function $\psi$ on $\bar{D}$,

$$
\lim _{t \rightarrow+\infty} \int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\psi\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right)\right] d x=\frac{1}{2} \int_{\partial D} \phi(y) \psi(y) \kappa(y) \sigma(d y) .
$$

Proof. We write

$$
\begin{aligned}
& \int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\psi\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}\right)\right] d x \\
&= \int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\psi\left(B_{t}\right) \frac{1}{2}(\kappa \cdot l)_{t}\right] d x \\
&+\int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\psi\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}-\frac{1}{2}(\kappa \cdot l)_{t}\right)\right] d x \\
&= \int_{D} \phi(x) \psi(x) \frac{1}{t} \mathbb{E}_{x}\left[\frac{1}{2}(\kappa \cdot l)_{t}\right] d x \\
&+\int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\left(\psi\left(B_{t}\right)-\psi(x)\right) \frac{1}{2}(\kappa \cdot l)_{t}\right] d x \\
&+\int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\psi\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}-\frac{1}{2}(\kappa \cdot l)_{t}\right)\right] d x .
\end{aligned}
$$

The first term converges to the sought-after term by lemma 9.2. The third term is bounded from above by

$$
\left|\int_{D} \phi(x) \frac{1}{t} \mathbb{E}_{x}\left[\psi\left(B_{t}\right)\left(1-\mathrm{e}^{-\frac{1}{2}(\kappa \cdot l)_{t}}-\frac{1}{2}(\kappa \cdot l)_{t}\right)\right] d x\right| \leq C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right] d x
$$

and so converges to 0 by lemma 9.1.

For the second term, we fix $\varepsilon>0$. As $\psi$ is continuous on $\bar{D}$, it is uniformly continuous and there exists a $\eta>0$ such that

$$
\forall x, y \in \bar{D},|x-y|<\eta \Longrightarrow|\psi(x)-\psi(y)|<\varepsilon
$$

Now, we write

$$
\begin{aligned}
& \left|\int_{D} \quad \frac{1}{t} \mathbb{E}_{x}\left[\left(\psi\left(B_{t}\right)-\psi(x)\right) \frac{1}{2}(\kappa \cdot l)_{t}\right] d x\right| \\
& \quad \leq C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[\left|\psi\left(B_{t}\right)-\psi(x)\right| \mathbf{1}_{\left|B_{t}-x\right|<\eta} l_{t}\right] d x \\
& \quad+C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[\left|\psi\left(B_{t}\right)-\psi(x)\right| \mathbf{1}_{\left|B_{t}-x\right| \geq \eta} l_{t}\right] d x \\
& \quad \leq \varepsilon \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}\right] d x+C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[\mathbf{1}_{\left|B_{t}-x\right| \geq \eta} l_{t}\right] d x \\
& \quad \leq \varepsilon \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}\right] d x+C \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}^{2}\right]^{1 / 2} \mathbb{P}\left(\left|B_{t}-x\right| \geq \eta\right)^{1 / 2} d x \\
& \quad \leq \varepsilon \int_{D} \frac{1}{t} \mathbb{E}_{x}\left[l_{t}\right] d x+C \int_{D} \frac{1}{\sqrt{t}} \mathbb{P}_{x}\left(\left|B_{t}-x\right| \geq \eta\right)^{1 / 2} d x,
\end{aligned}
$$

where we used (26) for the last inequality. Now, by lemma 9.2, the first term is less than some constant times $\varepsilon$ for $t$ say less than 1 . The second one goes to 0 as $t$ goes to 0 and this complete the proof.

### 9.3. Linear boundary problem

Recall $D$ is a bounded domain with $C^{3}$ boundary. We first recall some results on the Neumann problem. If $u \in C^{1}(\bar{D})$, let $\frac{\partial u}{\partial n}(x)$ denote the outward normal derivative of $u$ at $x \in \partial D$. Let $\theta \geq 0$ and $\varphi$ a bounded measurable function defined on $\partial D$. A function $u$ is a strong solution to the Neumann problem $N(\varphi, \theta)$ if $u \in C^{2}(D) \cap C^{1}(\bar{D})$ and

$$
\begin{align*}
\frac{\Delta}{2} u-\theta u & =0 & & \text { in } D  \tag{29}\\
\frac{\partial u}{\partial n} & =\varphi & & \text { on } \partial D .
\end{align*}
$$

A function $u$ is a weak solution to the Neumann problem $N(\varphi, \theta)$ if $u \in C(\bar{D})$ and for any function $\phi$ such that $\phi \in C_{b}^{2}(D) \cap C^{1}(\bar{D})$ and $\partial \phi / \partial n=0$ on $\partial D$, we have

$$
\int_{D} u(x) \frac{\Delta}{2} \phi(x) d x-\theta \int_{D} u(x) \phi(x) d x=-\frac{1}{2} \int_{\partial D} \varphi(x) \phi(x) \sigma(d x) .
$$

From the Green formula, it is clear that any strong solution is a weak solution.
Using the local time $l$, we can represent solution to the Neumann problem in $D$. We refer to [9] for the next proposition.

Proposition 9.6. Let $\theta>0$ and $\varphi$ be a bounded measurable function defined on $\partial D$. The function

$$
w_{\theta}(x)=\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{\infty} \mathrm{e}^{-\theta s} \varphi\left(B_{s}\right) d l_{s}\right]
$$

is continuous in $\bar{D}$. Furthermore it is also the only weak solution of the Neumann problem $N(\varphi, \theta)$.

If $\varphi$ is more regular, then we get strong solution to $N(\varphi, \theta)$. For $k \in \mathbb{N}, \alpha \in$ $(0,1]$, recall that $C^{k, \alpha}(\Omega)$ is the set of functions defined on $\Omega$ which are $k$ times differentiable such that their $k^{\text {th }}$ derivative is Hölder with parameter $\alpha$.

From theorem 2.3 in [16], we have
Proposition 9.7. Let $\theta>0, f \in C^{0, \alpha}(\bar{D})$ and $\varphi \in C^{0, \alpha}(\partial D)$. Then, the function defined for $x \in \bar{D}$ by

$$
w_{\theta}(x)=-\mathbb{E}_{x}\left[\int_{0}^{\infty} \mathrm{e}^{-\theta s} f\left(B_{s}\right) d s\right]+\frac{1}{2} \mathbb{E}_{x}\left[\int_{0}^{\infty} \mathrm{e}^{-\theta s} \varphi\left(B_{s}\right) d l_{s}\right]
$$

belongs to $C^{2}(D) \cap C^{1}(\bar{D})$ and solves

$$
\begin{align*}
\frac{\Delta}{2} u-\theta u & =f & & \text { in } D,  \tag{30}\\
\frac{\partial u}{\partial n} & =\varphi & & \text { on } \partial D .
\end{align*}
$$

The next proposition is a consequence of (27) and (28).
Proposition 9.8. Let $\theta>0$, and $f$ bounded measurable defined on $D$. The function defined on $\bar{D}$ by

$$
\mathbb{E}_{x}\left[\int_{0}^{+\infty} f\left(B_{s}\right) \mathrm{e}^{-\theta s} d s\right]=\int_{0}^{\infty} d s \int_{D} d y p_{s}(x, y) f(y) \mathrm{e}^{-\theta s}
$$

belongs to $C^{1}(\bar{D})$.
From remark 6.3.2.4 in [8], we get the next result.
Proposition 9.9. Let $\theta>0, f \in C^{0, \alpha}(\bar{D})$ and $\varphi \in C^{1, \alpha}(\partial D)$. There exists a unique strong solution to (30). Furthermore it belongs to $C^{2, \alpha}(\bar{D})$.

We end this section with well known results for the Dirichlet problem. Let $\theta \geq 0$ and $f$ a measurable function defined on $D$ and $g$ a measurable function defined on $\partial D$. A function $u$ is a strong solution to the Dirichlet problem if $u \in C^{2}(D) \cap C^{0}(\bar{D})$ and

$$
\begin{align*}
\frac{\Delta}{2} u-\theta u & =f & & \text { in } D  \tag{31}\\
u & =g & & \text { on } \partial D .
\end{align*}
$$

The next two results can be found in [7].

Proposition 9.10. Let $\theta \geq 0$. Let $g$ be a bounded measurable function defined on $\partial D$. The function defined on $\bar{D}$ by

$$
u_{\theta}(x)=\mathbb{E}_{x}\left[g\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right]
$$

belongs to $C^{\infty}(D)$ and $\frac{\Delta}{2} u_{\theta}-\theta u_{\theta}=0$ in $D$. Furthermore, if $g \in C^{0}(\partial D)$, then $u_{\theta} \in C^{0}(\bar{D})$ and $u_{\theta}=g$ on $\partial D$.

Proposition 9.11. Let $\theta \geq 0$. Let $f$ be a bounded measurable function defined on $D$. The function defined on $\bar{D}$ by

$$
u_{\theta}(x)=-\mathbb{E}_{x}\left[\int_{0}^{\tau_{D}} f\left(B_{s}\right) \mathrm{e}^{-\theta s} d s\right]
$$

belongs to $C^{0,1}(D) \cap C^{0}(\bar{D})$ and $u_{\theta}=0$ on $\partial D$. Furthermore, if $f \in C^{0, \alpha}(D)$, then $u_{\theta} \in C^{2, \alpha}(D)$ and $\frac{\Delta}{2} u_{\theta}-\theta u_{\theta}=f$ in $D$.

From remark 6.3.2.4 in [8], we get the next result.
Proposition 9.12. Let $\theta \geq 0, f \in C^{0, \alpha}(\bar{D})$ and $g \in C^{2, \alpha}(\partial D)$. There exists a unique strong solution to (31). Furthermore it belongs to $C^{2, \alpha}(\bar{D})$.

### 9.4. Proof of lemma 3.1

Assume $\alpha>0$ and let $\varepsilon_{0}>0$ be fixed. For $x \in \bar{D}$, consider
$u^{\alpha, \varepsilon}(x)=\mathbb{E}_{x}\left[\int_{0}^{\infty} \mathrm{e}^{-\alpha s} \frac{1}{\varepsilon} \mathbf{1}_{D_{\varepsilon}}\left(B_{s}\right) d s\right]=\int_{0}^{\infty} d s \mathrm{e}^{-\alpha s} \int d y p_{s}(x, y) \frac{1}{\varepsilon} \mathbf{1}_{D_{\varepsilon}}(y)$,
the $\alpha$-potential of the continuous additive functional $\int_{0}^{t} \frac{1}{\varepsilon} \mathbf{1}_{D_{\varepsilon}}\left(B_{S}\right) d s$ for the reflected Brownian motion in $\bar{D}$. We deduce from (21) and (23) that for $\varepsilon \in\left(0, \varepsilon_{0}\right]$, $x \in \bar{D}$,

$$
\left|u^{\alpha, \varepsilon}(x)\right| \leq \int_{0}^{1} c \frac{d s}{\sqrt{s}}+\int_{1}^{\infty} \mathrm{e}^{-\alpha s}\left[c+a_{D}\right] .
$$

Therefore, $u^{\alpha, \varepsilon}$ is uniformly bounded in $\bar{D}$ for $\varepsilon \in\left(0, \varepsilon_{0}\right]$. From the continuity of the density $p$ of $B$, (21) and (23), it is easy to deduce that $u^{\alpha, \varepsilon}$ converges as $\varepsilon$ decreases to 0 to the $\alpha$-potential of $l$, the local time on $\partial D$ :

$$
u^{\alpha}(x)=\mathbb{E}_{x}\left[\int_{0}^{\infty} \mathrm{e}^{-\alpha s} d l_{s}\right]=\int_{0}^{\infty} d s \mathrm{e}^{-\alpha s} \int \sigma(d y) p_{s}(x, y)
$$

Furthermore this convergence is uniform in $\bar{D}$. Notice also that the continuity of the density $p$ implies the uniform continuity of $u^{\alpha}$ and $u^{\alpha, \varepsilon}$ for $\varepsilon \in\left(0, \varepsilon_{0}\right]$ on $\bar{D}$.

Because $L^{\alpha, \varepsilon}$ depends only on the spatial motion $W$, the three other components of the Brownian snake, that is $R, J$ and $K$ doesn't play any role in what follows. However we shall keep the notation defined in section 2 . Let $\tilde{x} \in E$ with first component $x \in \bar{D}$.

Now we compute $I=\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha, \varepsilon} L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right]$ and show it converges to a limit as $\varepsilon$ and $\varepsilon^{\prime}$ decrease to 0 . We have

$$
I=\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} d L_{s}^{\alpha, \varepsilon} \int_{s}^{\sigma} d L_{u}^{\alpha, \varepsilon^{\prime}}\right]+\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} d L_{s}^{\alpha, \varepsilon} \int_{0}^{s} d L_{u}^{\alpha, \varepsilon^{\prime}}\right] .
$$

The time reversal property of the Itô measure and the properties of $\mathbb{N}_{\tilde{x}}$ readily imply that the latter itself enjoys the same invariance property. In particular the two terms of the right member are equal. From the Markov property of the Brownian snake (see [12]), we deduce that

$$
I=2 \mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} d L_{s}^{\alpha, \varepsilon} \mathrm{E}_{\tilde{W}_{s}}^{*}\left[L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right]\right] .
$$

We deduce from proposition 2.1 of [13] that for $\tilde{w} \in \mathcal{W}_{\tilde{x}}$,

$$
\mathrm{E}_{\tilde{w}}^{*}\left[L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right]=2 \int_{0}^{\zeta} d t \mathbb{N}_{\tilde{w}(t)}\left[\mathrm{e}^{-\alpha t} L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right],
$$

where $\zeta$ is the lifetime of $\tilde{w}$. Therefore using formula (3) we get that

$$
\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right]=\mathbb{E}_{\tilde{x}}\left[\int_{0}^{\infty} \mathrm{e}^{-\alpha s} \frac{1}{\varepsilon^{\prime}} \mathbf{1}_{D_{\varepsilon^{\prime}}}\left(B_{s}\right) d s\right]=u^{\alpha, \varepsilon^{\prime}}(x)
$$

Thus, for $\tilde{w} \in \mathcal{W}_{\tilde{x}}$,

$$
\begin{equation*}
\mathrm{E}_{\tilde{w}}^{*}\left[L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right]=2 \int_{0}^{\zeta} d t \mathrm{e}^{-\alpha t} u^{\alpha, \varepsilon^{\prime}}(W(t)) . \tag{32}
\end{equation*}
$$

Using (3) again, we get

$$
\begin{align*}
I & =4 \int_{0}^{\infty} d u \mathbb{E}_{x}\left[\mathrm{e}^{-\alpha u} \frac{1}{\varepsilon} \mathbf{1}_{D_{\varepsilon}}\left(B_{u}\right) \int_{0}^{u} d t \mathrm{e}^{-\alpha t} u^{\alpha, \varepsilon^{\prime}}\left(B_{t}\right)\right] \\
& =4 \mathbb{E}_{x}\left[\int_{0}^{\infty} d t \mathrm{e}^{-\alpha t} u^{\alpha, \varepsilon}\left(B_{t}\right) u^{\alpha, \varepsilon^{\prime}}\left(B_{t}\right)\right] . \tag{33}
\end{align*}
$$

Since the function $u^{\alpha, \varepsilon}$ are uniformly bounded and converge as $\varepsilon \downarrow 0$, we deduce form dominated convergence that $I$ converge as $\varepsilon$ and $\varepsilon^{\prime}$ decrease to 0 . This implies that $L_{\sigma}^{\alpha, \varepsilon}$ converge in $L^{2}\left(\mathbb{N}_{\tilde{\chi}}\right)$.

Now we use standard techniques to prove the a.e. convergence of $L_{s}^{\alpha, \varepsilon}$ for $s \geq 0$ (see [13] p. 402). For $s>0$, we set

$$
M_{s}^{\varepsilon}=L_{s}^{\alpha, \varepsilon}+\mathrm{E}_{\tilde{W}_{s}}^{*}\left[L_{\sigma}^{\alpha, \varepsilon}\right] .
$$

The process $M^{\varepsilon}=\left(M_{s}^{\varepsilon}, s>0\right)$ is continuous $\mathbb{N}_{\tilde{x}}$-a.e. thanks to the continuity of $u^{\alpha, \varepsilon}$ and (32). Since $L_{\sigma}^{\alpha, \varepsilon} \in L^{1}\left(\mathbb{N}_{\tilde{x}}\right)$ (recall that $\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha, \varepsilon}\right]=u^{\alpha, \varepsilon}(x)$ ), we deduce from the Markov property of the Brownian snake that $M^{\varepsilon}$ is a continuous martingale under $\mathbb{N}_{\tilde{x}}$. Notice that $M_{\infty}^{\varepsilon}=L_{\sigma}^{\alpha, \varepsilon}$ converges in $L^{2}\left(\mathbb{N}_{\tilde{\chi}}\right)$ as $\varepsilon \downarrow 0$. From the maximal Doob inequality, we get for $\delta>0$,

$$
\mathbb{N}_{\tilde{x}}\left[\sup _{s>0}\left|M_{s}^{\varepsilon}-M_{s}^{\varepsilon^{\prime}}\right|>\delta\right] \leq \frac{1}{\delta^{2}} \mathbb{N}_{\tilde{x}}\left[\left(L_{\sigma}^{\alpha, \varepsilon}-L_{\sigma}^{\alpha, \varepsilon^{\prime}}\right)^{2}\right] .
$$

In particular $M^{\varepsilon}$ converges to a continuous martingale $M=\left(M_{s}, s>0\right)$ and there exists a sequence $\left(\varepsilon_{k}, k \geq 1\right)$ decreasing to 0 , such that $\mathbb{N}_{\tilde{x}}$-a.e. $\lim _{k \rightarrow \infty}$ $\sup _{s>0}\left|M_{s}^{\varepsilon_{k}}-M_{S}\right|=0$. Because of the uniform convergence of $u^{\alpha, \varepsilon}$, we deduce that $\mathbb{N}_{\tilde{\chi}}$-a.e. for all $s>0, L_{s}^{\alpha, \varepsilon_{k}}$ converge to a limit

$$
\begin{equation*}
L_{s}^{\alpha}=M_{s}-2 \int_{0}^{\zeta_{s}} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(W_{s}(t)\right) \tag{34}
\end{equation*}
$$

Therefore, the process $\left(L_{s}^{\alpha}, s>0\right)$ is a continuous additive functional of the Brownian snake.

The measures $d L_{s}^{\alpha, \varepsilon_{k}}$ on $\mathbb{R}^{+}$converge weakly to $d L_{s}^{\alpha}$. The function $f_{\alpha^{\prime}}(s)=$ $\mathrm{e}^{\left(\alpha-\alpha^{\prime}\right) \zeta_{s}}$ defined on $\mathbb{R}^{+}$is continuous and bounded for any $\alpha^{\prime} \geq 0, \mathbb{N}_{\tilde{x}}$-a.e. We deduce that the measure $d L_{s}^{\alpha^{\prime}, \varepsilon}=f_{\alpha^{\prime}}(s) d L_{s}^{\alpha, \varepsilon}$ converges weakly to $d L_{s}^{\alpha^{\prime}}=$ $f_{\alpha^{\prime}}(s) d L_{s}^{\alpha}$. We write $L$ for $L^{0}$. The first part of the lemma is proved.

Let $F$ be a nonnegative continuous function defined on $\mathcal{W}_{\tilde{x}}$. Assume $F$ is bounded from above by $a$. From (3), we have

$$
\begin{equation*}
\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} F\left(W_{s}\right) d L_{s}^{\alpha, \varepsilon_{k}}\right]=\mathbb{E}_{\tilde{x}}\left[\int_{0}^{\infty} F\left(\Theta^{(u)}\right) \mathrm{e}^{-\alpha u} \frac{1}{\varepsilon_{k}} \mathbf{1}_{D_{\varepsilon_{k}}}\left(B_{u}\right) d u\right] . \tag{35}
\end{equation*}
$$

From theorem 7.2 of [16], we get that the right member converges, as $\varepsilon$ decreases to 0 , to

$$
\mathbb{E}_{\tilde{x}}\left[\int_{0}^{\infty} F\left(\Theta^{(u)}\right) \mathrm{e}^{-\alpha u} d l_{u}\right] .
$$

To prove the convergence of $\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{s}\right) d L_{s}^{\alpha, \varepsilon_{k}}\right]$ to $\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{s}\right) d L_{s}^{\alpha}\right]$, using Fatou's lemma with $F$ and $a-F$, we see it is enough to check that $\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha, \varepsilon_{k}}\right]$ converges to $\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha}\right]$.

We have from the convergence of $u^{\alpha, \varepsilon}$ that

$$
\lim _{k \rightarrow \infty} \mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha, \varepsilon_{k}}\right]=\lim _{k \rightarrow \infty} u^{\alpha, \varepsilon_{k}}(x)=u^{\alpha}(x)
$$

Thanks to the upper bound of $u^{\alpha, \varepsilon}$, we deduce from (32) by dominated convergence that $\mathbb{N}_{\tilde{x}}\left[\mathrm{E}_{\tilde{W}_{s}}^{*}\left[L_{\sigma}^{\alpha, \varepsilon_{k}}\right]\right]$ converge to $\mathbb{N}_{\tilde{x}}\left[2 \int_{0}^{\zeta_{s}} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(W_{s}(t)\right)\right]$.

Notice that for $s>0$, we have from (34)

$$
\begin{equation*}
\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha}\right]=\mathbb{N}_{\tilde{x}}\left[M_{\infty}\right]=\mathbb{N}_{\tilde{x}}\left[L_{s}^{\alpha}\right]+\mathbb{N}_{\tilde{x}}\left[2 \int_{0}^{\zeta_{s}} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(W_{s}(t)\right)\right] \tag{36}
\end{equation*}
$$

Using the law of $\zeta_{s}$ under the Itô measure, we have

$$
\begin{aligned}
\mathbb{N}_{\tilde{x}}\left[2 \int_{0}^{\zeta_{s}} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(W_{s}(t)\right)\right] & =2 \int_{0}^{\infty} \mathrm{e}^{-\alpha t} \mathbb{E}_{x}\left[u^{\alpha}\left(B_{t}\right)\right] \frac{1}{\sqrt{2 \pi s}} \mathrm{e}^{-t^{2} / 2 s} d t \\
& =2 \int_{0}^{\infty} \mathrm{e}^{-\alpha \sqrt{s} r} \mathbb{E}_{x}\left[u^{\alpha}\left(B_{\sqrt{s} r}\right)\right] \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-r^{2} / 2} d r,
\end{aligned}
$$

where we set $r=t / \sqrt{s}$. From dominated convergence, using the continuity of $u^{\alpha}$ and the continuity of the path $B$, we see that $\lim _{s \rightarrow 0} \mathbb{N}_{\tilde{x}}\left[2 \int_{0}^{\zeta_{s}} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(W_{s}(t)\right)\right]=$ $u^{\alpha}(x)$. Using Fatou's lemma we get

$$
\begin{aligned}
\mathbb{N}_{\tilde{x}}\left[L_{s}^{\alpha}\right] & \leq \liminf _{k \rightarrow \infty} \mathbb{N}_{\tilde{x}}\left[L_{s}^{\alpha, \varepsilon_{k}}\right] \\
& =\lim _{k \rightarrow \infty} \mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha, \varepsilon_{k}}\right]-\lim _{k \rightarrow \infty} \mathbb{N}_{\tilde{x}}\left[\mathrm{E}_{W_{s}}^{*}\left[L_{\sigma}^{\alpha, \varepsilon_{k}}\right]\right] \\
& =u^{\alpha}(x)-2 \int_{0}^{\infty} \mathrm{e}^{-\alpha \sqrt{s} r} \mathbb{E}_{x}\left[u^{\alpha}\left(B_{\sqrt{s} r}\right)\right] \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-r^{2} / 2} d r .
\end{aligned}
$$

We see that $\lim _{s \rightarrow 0} \mathbb{N}_{\tilde{x}}\left[L_{s}^{\alpha}\right]=0$. Therefore we deduce from equation (36) that

$$
\mathbb{N}_{\tilde{x}}\left[L_{\sigma}^{\alpha}\right]=\lim _{s \rightarrow 0} \mathbb{N}_{\tilde{x}}\left[2 \int_{0}^{\zeta_{s}} d t \mathrm{e}^{-\alpha t} u^{\alpha}\left(W_{s}(t)\right)\right]=u^{\alpha}(x) .
$$

As we said, this implies the convergence of $\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{s}\right) d L_{s}^{\alpha, \varepsilon_{k}}\right]$ to $\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{s}\right) d L_{s}^{\alpha}\right]$. From (35), we deduce that

$$
\mathbb{N}_{\tilde{x}}\left[\int_{0}^{\sigma} F\left(\tilde{W}_{s}\right) \mathrm{e}^{-\alpha \zeta_{s}} d L_{s}\right]=\mathbb{E}_{\tilde{x}}\left[\int_{0}^{\infty} F\left(\Theta^{(u)}\right) \mathrm{e}^{-\alpha u} d l_{u}\right] .
$$

This hold for any bounded continuous function $F$. By monotone class theorem, this holds also for all nonnegative measurable function $F$. By monotone convergence, let $\alpha \downarrow 0$ to prove the end of the lemma.

### 9.5. Proof of lemmas 6.5 and 6.6

Proof of lemma 6.5. Since $g \in C^{2, \alpha}(\partial D)$, we deduce from propositions 9.10 and 9.12 that $\mathbb{E}_{x}\left[g\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right]$ belongs to $C^{2, \alpha}(\bar{D})$ and solve (31) with $f=0$. Since $u_{\theta}$ is bounded, we get from proposition 9.11, that $\mathbb{E}_{x}\left[\int_{0}^{\tau_{D}} u_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]$ belongs to $C^{0,1}(D) \cap C^{0}(\bar{D})$. From (13), we deduce that $u_{\theta}$ itself belongs to $C^{0,1}(D)$. Using proposition 9.11 and (13) again, we get that $u_{\theta}$ belongs to $C^{2, \alpha}(D)$. We see from (13), we need to check the regularity of $h(x)=$ $\mathbb{E}_{x}\left[\int_{0}^{\tau_{D}} u_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]$ on $\partial D$ to end the proof of this lemma.

Notice that

$$
h(x)=H(x)-\mathbb{E}_{x}\left[H\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right],
$$

where $H(x)=\mathbb{E}_{x}\left[\int_{0}^{\infty} u_{\theta}\left(B_{s}\right)^{2} \mathrm{e}^{-\theta s} d s\right]$. Since $u_{\theta}$ is bounded we have, thanks to proposition 9.8 that $H$ belongs to $C^{1}(\bar{D})$.

The proof will be complete, once we prove that $\mathbb{E}_{x}\left[H\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right]$ belongs to $C^{0,1 / 2}(\bar{D})$. Indeed, from (13), we then will get that $u_{\theta} \in C^{0,1 / 2}(\bar{D})$. This in turn,
will imply thanks to proposition 9.12, that $h \in C^{2, \alpha^{\prime}}(\bar{D})$, with $\alpha^{\prime}=\min \left(\alpha, \frac{1}{2}\right)$. From (13), we will deduce that $u_{\theta} \in C^{2, \alpha^{\prime}}(\bar{D})$.

To prove that $\mathbb{E}_{x}\left[H\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right] \in C^{0,1 / 2}(\bar{D})$, we will check that if $g \in$ $C^{1}(\partial D)$, then the function $w(x)=\mathbb{E}_{x}\left[g\left(B_{\tau_{D}}\right) \mathrm{e}^{-\theta \tau_{D}}\right]$ belongs to $C^{0,1 / 2}(\bar{D})$. Notice $B$ can be replaced by a Brownian motion in $\mathbb{R}^{d}$, say $B^{\prime}$, in the definition of $w$.

Let $D(x)=\left\{y \in \mathbb{R}^{d} ; y+x \in D\right\}$, and $\tau_{D(x)}=\inf \left\{t>0, B_{t}^{\prime} \notin D(x)\right\}$ the exit time of $D(x)$ for $B^{\prime}$. Since $g \in C^{1}(\partial D)$, we have for $x, y \in \bar{D}$,

$$
\begin{aligned}
|w(x)-w(y)| & =\left|\mathbb{E}_{0}\left[g\left(B_{\tau_{D(x)}}^{\prime}\right) \mathrm{e}^{-\theta \tau_{D(x)}}\right]-\mathbb{E}_{0}\left[g\left(B_{\tau_{D(y)}}^{\prime}\right) \mathrm{e}^{-\theta \tau_{D(y)}}\right]\right| \\
& \leq c \mathbb{E}_{0}\left[\left|B_{\tau_{D(x)}}^{\prime}-B_{\tau_{D(y)}}^{\prime}\right|\right]+c \mathbb{E}_{0}\left[\left|\tau_{D(x)}-\tau_{D(y)}\right|\right] \\
& \leq c \mathbb{E}_{0}\left[\left(B_{\tau_{D(x)}}^{\prime}-B_{\tau_{D(y)}}^{\prime}\right)^{2}\right]^{1 / 2}+c \mathbb{E}_{0}\left[\left|\tau_{D(x)}-\tau_{D(y)}\right|\right] \\
& \leq c \mathbb{E}_{0}\left[\left|\tau_{D(x)}-\tau_{D(y)}\right|\right]^{1 / 2}+c \mathbb{E}_{0}\left[\left|\tau_{D(x)}-\tau_{D(y)}\right|\right] \\
& \leq c \mathbb{E}_{0}\left[\left|\tau_{D(x)}-\tau_{D(y)}\right|\right]^{1 / 2},
\end{aligned}
$$

since $\sup _{z \in D} \mathbb{E}_{0}\left[\tau_{D(z)}\right]=\sup _{z \in D} \mathbb{E}_{z}\left[\tau_{D}\right]<\infty$. This last inequality is a consequence of propositions 9.11 and 9.12 with $\theta=0, \varphi=0$ and $f=1$, so that the function $F(z)=\mathbb{E}_{z}\left[\tau_{D}\right]$ belongs to $C^{2,1}(\bar{D})$. Using the strong Markov property of $B$ at time $\tau=\tau_{D(x)} \wedge \tau_{D(y)}$, we get

$$
\begin{aligned}
\mathbb{E}_{0}\left[\left|\tau_{D(x)}-\tau_{D(y)}\right|\right] & =\mathbb{E}_{0}\left[\mathbb{E}_{B_{\tau}}\left[\tau_{D(x)}+\tau_{D(y)}\right]\right] \\
& \leq \sup _{z \in D ; d(z, \partial D) \leq|x-y|} \mathbb{E}_{z}\left[\tau_{D}\right] \\
& \leq c|x-y|,
\end{aligned}
$$

because the function $F(z)=\mathbb{E}_{z}\left[\tau_{D}\right]$ belongs to $C^{1}(\bar{D})$. In conclusion there exists a constant $c>0$ such that for $x, y \in \bar{D}$,

$$
|w(x)-w(y)| \leq c \sqrt{|x-y|}
$$

That is $w \in C^{0,1 / 2}(\bar{D})$.
Proof of lemma 6.6. By symmetry we get that $w_{N}$ is radial. For $y \in B\left(0, r_{0}\right)$, we have $w_{N}\left(x_{0}-r_{0} n_{x_{0}}+y\right)=h(|y|)$, and $h$ is defined on $\left[0, r_{0}\right]$ and of class $C^{2}$. The function $h$ is the unique nonnegative solution of

$$
\begin{align*}
& h^{\prime \prime}(r)+\frac{d-1}{r} h^{\prime}(r)=4 h(r)^{2} \quad \text { for } r \in\left(0, r_{0}\right),  \tag{37}\\
& h^{\prime}(0)=0 \quad \text { and } \quad h\left(r_{0}\right)=N
\end{align*}
$$

From the maximum principle, we get that for $r \in\left(0, r_{0}\right], y \in B\left(x_{0}-r_{0} n_{x_{0}}, r\right)$,

$$
w_{N}(y)<\max _{z \in \partial B\left(x_{0}-r_{0} n_{x_{0}}, r\right)} w_{N}(z)=h(r)
$$

This implies the function $h$ is increasing over $\left[0, r_{0}\right]$. Since, from the maximum principle, $w_{N}\left(x_{0}-r_{0} n_{x_{0}}\right)>0$ we have $h>0$.

Let $t=\inf \left\{r \in\left(0, r_{0}\right] ; h^{\prime \prime}(r) \leq 0\right\}$, with the convention $\inf \emptyset=+\infty$. We first assume that $t>0$. If $t \leq r_{0}$, from the continuity of $h^{\prime \prime}$ we deduce that $h^{\prime \prime}(t)=0$ and from (37) that $h^{\prime}(t)>0$. By differentiating (37), we get that $h^{\prime \prime \prime}(t)>0$. This contradict the fact $h^{\prime \prime}(t-\varepsilon)>h^{\prime \prime}(t)=0$ for any $\varepsilon>0$ small enough. Hence we have either $t=0$ or $t=+\infty$.

If $t=0$, there is a sequence $\left(t_{k}>0, k \geq 1\right)$ decreasing to 0 such that $h^{\prime \prime}\left(t_{k}\right) \leq 0$. Since $h \in C^{2}\left(\left[0, r_{0}\right]\right)$, we get $h^{\prime \prime}(0) \leq 0$ by continuity. Since $h^{\prime} \geq 0$ and $h^{\prime}(0)=0$, this implies that $h^{\prime \prime}(0)=0$ and $\lim _{r \downarrow 0} h^{\prime}(r) / r=0$. Let $r \downarrow 0$ in (37) to get $h(0)=0$, which is absurd since $w_{N}>0$ in $B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$. Therefore, we have $t=+\infty$.

In conclusion, we get that $h^{\prime \prime}(r)>0$ on $\left(0, r_{0}\right]$. This implies that

$$
r h^{\prime \prime}(r)+h^{\prime}(r) \geq h^{\prime}(r) \quad \text { on }\left[0, r_{0}\right] .
$$

By integration we deduce that

$$
h^{\prime}\left(r_{0}\right) \geq \frac{N-h(0)}{r_{0}}
$$

Notice that $w_{N}$ is bounded from above by the maximal solution $w_{\max }$ of $\Delta u=4 u^{2}$ in $B\left(x_{0}-r_{0} n_{x_{0}}, r_{0}\right)$. This implies

$$
h(0)=w_{N}\left(x_{0}-r_{0} n_{x_{0}}\right) \leq w_{\max }\left(x_{0}-r_{0} n_{x_{0}}\right)=c_{0},
$$

where the constant $c_{0}$ depends only on $r_{0}$ and $d$. This end the proof of the lemma since $h^{\prime}\left(r_{0}\right)=\phi_{N}\left(x_{0}\right)$.

## References

1. Abraham, R.: Reflecting Brownian snake and a Neumann-Dirichlet problem. Stoch. Process. Appl. 89, 239-260 (2000)
2. Abraham, R., Le Gall, J.-F.: Sur la mesure de sortie du super mouvement brownien. Probab. Th. Rel. Fields. 99, 251-275 (1994)
3. Bass, R., Hsu, P.: Some potential theory for reflecting Brownian motion in Hölder and Lipschitz domains. Ann. Probab. 19, 486-508 (1991)
4. Bertoin, J., Le Gall, J.-F., Le Jan, Y.: Spatial branching processes and subordination. Canad. J. Math. 49 (1), 24-54 (1997)
5. Brosamler, G.A.: A probabilistic solution of the Neumann problem. Math. Scand. 38, 137-147 (1976)
6. Burdzy, K., Chen, Z.-Q., Sylvester, J.: Heat equation and reflected Brownian motions in time dependent domains. To appear in Ann. Probab.
7. Dynkin, E.: A probabilistic approach to one class of nonlinear differential equations. Probab. Th. Rel. Fields. 89, 89-115 (1991)
8. Grisvard, P.: Elliptic problems in nonsmooth domains, vol. 24 of Monographs and Studies in Mathematics. Pitman Publishing, Boston, 1985
9. Hsu, P.: Probabilisitc approach of the Neumann problem. Comm. Pure Appl. Math. 38, 445-472 (1985)
10. Le Gall, J.-F.: A class of path-valued Markov processes and its applications to superprocesses. Probab. Th. Rel. Fields. 95, 25-46 (1993)
11. Le Gall, J.-F.: Hitting probabilities and potential theory for the Brownian path-valued process. Ann. Inst. Four. 44, 277-306 (1994)
12. Le Gall, J.-F.: A path-valued Markov process and its connections with partial differential equations. In Proceedings in First European Congress of Mathematics, vol. II, Birkhäuser, Boston, 1994, pp. 185-212
13. Le Gall, J.-F.: The Brownian snake and solutions of $\Delta u=u^{2}$ in a domain. Probab. Th. Rel. Fields. 102, 393-432 (1995)
14. Le Gall, J.-F.: A probabilistic Poisson representation for positive solutions of $\Delta u=u^{2}$ in a planar domain. Comm. Pure Appl. Math. 50 (1), 69-103 (1997)
15. Protter, H.F., Weinberger, M.H.: Maximum principles in differential equations. SpringerVerlag, New York, 1984
16. Sato, K., Ueno, T.: Multi-dimensional diffusion and the Markov process on the boundary. J. Math. Kyoto Univ. 3 (4), 529-605 (1965)

[^0]:    R. Abraham: UFR de Mathématiques et d'Informatique, Université René Descartes, 45 rue des Saints Pères, 75270, Paris Cedex 06, France.
    e-mail: abraham@math-info.univ-paris5.fr
    J.-F. Delmas: ENPC-CERMICS, 6-8 av., Blaise Pascal, Champs-sur-Marne, 77455 Marne La Vallée, France. e-mail: delmas@cermics.enpc.fr
    Mathematics Subject Classification (2000): 60J55, 60J80, 60H30, 60G57, 35C15, 35J65
    Key words or phrases: Super Brownian motion - Brownian snake - Exit measure Neumann's problem - Reflected Brownian motion - Semi-linear PDE

