Espaces de Hilbert

1 Espaces de Hilbert

1.1 Formes bilinéaires continues

Définition 1.1. (Forme bilinéaire)
Soient V' et W deux R-ev normés. Une forme bilinéaire sur V' x W est une application a : V x W — R
telle que

e Pour tout v € V, application a(v,-) : W — R est linéaire;
e Pour tout w € W, I'application a(-,w) : V' — R est linéaire.

Définition 1.2. (Forme bilinéaire continue)
Soient V et W deux R-ev. Une forme bilinéaire a : V x W — R est continue sur V- x W s’il existe une
constante ¢ < oo telle que
V(v,w) € Vx W, la(v,w)| < cf[o]lv[lwllw.

On note ||al| - la@w)]
v MOLe JIAfl(vxw) = SUP(v,w)eV x W, v#£0, w#0 Ty wllw °

1.2 Produit scalaire
Soit V un R-ev.

Définition 1.3. (Produit scalaire)
Un produit scalaire sur V' est une forme bilinéaire sur V', notée (-,-)y : V x V. — R, et vérifiant les trois
Propriétés suivantes:

(i) symétrie: Yv,w € V, (v,w)y = (w,v)y,
(ii) positivité: Vv € V, (v,v)y >0,
(iii) (v,v)y =0<= v =0.

Proposition 1.1. (Cauchy-Schwartz) Soit (-,-)y un produit scalaire sur V. L’application v € V — |jv||y =
V(v,v)y définit une norme sur V appelée norme induite. Elle vérifie l'inégalité de Cauchy-Schwartz:

Vo,weV, [(v,w)v]| < [oflvllwlly.

Remarque: Cette inégalité montre que la forme bilinéaire (v,w) € V x V +— (v,w)y est continue,
autrement dit que le produit scalaire est une forme bilinéaire continue.
Preuve:

e Montrons d’abord l'inégalité de Cauchy-Schwartz. Soient v,w € V. Pour tout A € R, (v + \w,v +
Aw)y > 0. Or si on développe ce produit scalaire on obtient

(v + Aw, v+ dw)y = [[o]* + 2X(v, w)v + A [w]*.

Il s’agit d’un polynéme du second degré en A. Comme il est toujours positif ou nul, son discriminant
est forcément négatif ou nul ce qui implique:

4|(v, w)v |* < 4f|l*|fw]|?,
ce qui entraine Cauchy-Schwartz en prenant la racine carrée de cette expression.

e Montrer que c’est une norme: la “linéarité” et la positivité sont évidentes; L’inégalité triangulaire
découle de Cauchy-Schwartz. En effet, soient v,w € V.

lo+wl® = [lol* +2(,w)y + [[w]l?,
< oll® + 2fvllllw] + ],
(ol + flwl?.



1.3 Espaces de Hilbert

Définition 1.4. (Espace de Hilbert)
Un espace de Hilbert est un espace vectoriel muni d’un produit scalaire (donc normé), et complet pour la
norme induite.

Un espace de Hilbert est donc un cas particulier d’'un espace de Banach (la norme est définie & partir
d’un produit scalaire).

Exemple: Soit Iy = {{uy}nen C R; 3P u2 < oo}

On considére 'application qui & u, v € Iy associe (u,v) = ), -y Un¥pn. Ce nombre est bien défini (en effet,
[t vn| < u2 /2 4 v2 /2 donc la série est absolument convergente donc convergente).

L’application (-,-) est donc bien définie, symétrique, définie et positive: c’est un produit scalaire sur lo.

La norme induite est |[ufly, = />, cn U3

l5> muni de cette norme est un espace complet, donc un espace de Hilbert.

2 Théoréme de projection orthogonale

2.1 Le théoréme

Faire un dessin pour comprendre ce que c’est en dimension finie. Insister sur le fait qu’on ne fait que
généraliser en dimension infinie une notion triviale en dimension finie.

Théoréme 2.1. (Projection orthogonale)
Soit H un espace de Hilbert, et K un sous-espace vectoriel fermé non vide de H. Pour tout u € H, il
existe un unique w € K, appelé projection orthogonale de u sur K, et noté Pxu, tel que

|Pru— ul|g = inf ||lw—ul/g. (1)
weK
De plus, Pxu est caractérisé par
Pru e K etVw € K, (Pgxu—u,w) =0. (2)

Remarque: Si u € K, Pxu = u. Faire le dessin.
Preuve:

e Formule de la médiane: (vraie ici car la norme dérive d’un produit scalaire)

1 1
Slls + 2l + 5lls = 7 = llslF + [l

e Existence: Soit w, € K une suite minimisante: I = inf,cx ||w — u||g = lim,, ||w, — u||g.

On applique I'égalité de la médiane a s = w, —u et t = wy4p — w:

1 1
sllwnep +wn = 2ullfy + S lwnty = wallfy = lwngy = vl + llwa = ullf,

donc 1 1
it = w0 = Ty = s+ 0~y — e 10— 201,
d’ou
1 2
wnp —wnly = 2QWMp—m@+wmn—m@—aH; iy ) )
H

IN

QOWMm—W%+W%—U%—QUMHW—WMV>
weK

Soit € > 0. Il existe N tel que

Vn > N, ||w, —u|% < e+ (inf ||w—ul|g)>
weK



Donc, Vn > N, Vp > 0,
|wntp — wn”%{ <eg,

et la suite (wy,)nen est de Cauchy.

L’espace H étant complet, lim, .o w, = u et comme K est fermé, u € K. De plus, ||t — u||lg =
inf,ex [|w — ul|g par continuité de la norme sur H. Ceci montre 'existence d’une solution pour (1).

e Unicité: Soit wy et we deux solutions. On prend s = w; —u et t = wy —u. On a

1 1
5\\w1—w2H12H = 12+12—§Hw1+w2—QUHJQH,
_ IZHZ_Z‘M_“H 7
2 H

< IP4+I12-2r°=0.

e Caractérisation: On veut montrer ’équivalence entre (1) et (2). Soit w € K. Pxu + tw € K pour
tout t € R, donc ¢(t) = ||Pgu + tw — ul|% est minimale en ¢ = 0. On développe ¢:

$(t) = | Preu + tw — ullfy = [|Pru — ullfy + 2¢t(Pru — u,w)g + £ [lwl.
C’est un trindme, donc la minimalité en 0 implique que ¢'(0) = 0, soit (2).
Réciproquement,

lu—wlf = |lu—Pru+ Pxu—w|j
= ||lu— Pgul/%) + ||Pxu — w||% + 2(u — Pgu, Pgu — w)
= |lu— PxulF + || Pxu — w|[3
> |ju— Prul%-

2.2 Conséquence

Théoréme 2.2. Py est une application lincaire de H dans K et ||Px||za,x) =1 (si K # {0}).
Preuve:
e La linéarité vient de la caractérisation (2). En effet; Pxu+ Prv est dans K et vérifie, pour tout w € K,
(Pru—u,w) =0 et (Pxv—v,w)=0.
Donc (Pgu + Pxv — (u+v),w) = 0 donc Pk (u+ v) = Pxu+ Pkv.
e Soit u € H. Comme Pgu € K, on a
lull?; = [I(u — Pru) + Preullfr = llu = Preullf + [|Prullf; = [|Prullf;-
Donc Pg est continue, et

HPKHL(H,K): sup = e
u€H, u#0 |

o Si K # {0}, soit w € K \ {0}. On a Pxw = w, donc ||w| g = ||Pkw|/z. Donc

| Pxulln _ || Prwl|u
| Pxllz(a,r) =  sup >

> =1.
wEH, u0 l|lull l|lwl| o



3 Théoréme de Riesz

A tout u € H, on peut associer l'application ¢ : w € H — (u,w) € R, qui est une application linéaire
continue de H dans R, et donc un élément de H’'. Est-ce qu’on atteint ainsi tous les éléments de H'? Le
théoréme de Riesz dit que oui.

Théoréme 3.1. (Riesz)
Soit H un espace de Hilbert. Etant donné ¢ € H' = L(H,R), il existe u € H unique tel que

Yw € H, ¢(w) = (u,w)p.

De plus, on a ||ullg = ||¢||g- En d’autres termes, Uapplication de H' dans H qui & ¢ associe u permet
d’identifier l’espace de Hilbert H avec son dual.

Rappel: [l = Sup,e, wzo fafrs-

Preuve:

e Existence: Soit ¢ € H' et posons K = Ker(¢) = {w € H, ¢(w) = 0}. K est par construction un
sous-espace vectoriel fermé de H. Si K = H, on en déduit que ¢ = 0 si bien que ¢ = 0 peut étre
trivialement représentée par u = 0.

Si K # H, on peut trouver vy € H avec vy ¢ K, donc ¢(vg) # 0. Posons

v1 = Pgug et v = ﬁ.
l[v1 = vollm

Faire un dessin de ce qu’est v. En particulier, on a ||v||g =1 et (v, 2)g = 0 pour tout z € K.
Posons
u = ¢(v)v.

Montrons que u est un représentant de ¢. Pour tout w € H, on peut écrire w = Av + z avec
A = ¢(w)/od(v), ce qui définit z. On calcule ¢(z) = ¢(w) — Ap(v) = 0, donc z € Ker(¢) = K. On
obtient donc

(u,w) i = Mu,v)i + (u,2)m = %qﬁ(v)(vwm +0(0)(v,2)n = p(w),

Donc u est un représentant de ¢.

e Unicité: L’unicité du représentant est immédiate: si u; et uo € H sont deux représentants de ¢, on a
(u1 — ug,w)y = 0 pour tout w € H si bien que u—_us.

e Egalité des normes: Par construction de u, on a ¢(w) = (u,w)g. On a

wer w0 [0l wemwzo [[wlla

Par Cauchy-Schwartz, |(u,w)g| < ||u|lg||lw| fz, donc ||@|| g < [jul].

Par ailleurs, en prenant w = u,

T ) (U { Y
weH, w#0 ”uH

D’ou I’égalité.

4 Bases hilbertiennes

Définition 4.1. (Ensemble dense)
Un sous-ensemble A de V est dit dense dans V si tout élément v € V' est la limite d’une suite (a,) de
points de A.



Définition 4.2. (Bases hilbertiennes)
Soit H un Hilbert. On appelle base hilbertienne de H une suite (e,) d’éléments de H tels que

(i) Pour toutn, |le,|| =1 et (en,em) =0 sin # m;
(ii) L’espace vectoriel engendré par la famille (e,) est dense dans H.

Remarque: En dimension finie, on généralise la notion de base orthonormée. En dimension infinie,
un espace de Hilbert peut ne pas avoir de base hilbertienne. Cependant, tous les espaces de Hilbert qu’on
rencontrera dans ce cours auront une base hilbertienne.

Proposition 4.1. Soit H un espace de Hilbert admettant une base hilbertienne (e,) et soit uw € H. On pose
Uy, = (u,en). Alors les séries >, une, et > u? sont convergentes dans H et R respectivement, et

u = Zunen, |ull% = Zui
n n

Preuve: Soit H,, engendré par (eg,--- ,e,) et P, la projection orthogonale de H sur H,. Soit P,u =
S o Umem. On voit que P,u € H,, et

YO <k <n, (Pyu—u,e) =0,

donc P,u n’est autre que la projection de u sur H,. Donc

n
P = P,u= g UmEm.-
m=0

On a ||[Pyull* = Y0 _,u2,. On sait aussi que ||Pyul| < ||ul|, donc > _ uZ, est convergente. On a || Py4pu —
Pl = S L1 ud Comme la série > u2, converge, la suite P,u est de Cauchy, donc converge vers
u€ H: u=) uney. Comme P,u converge vers u € H, on a (Pyu — U, ey) —n 0. Or (Pyu,en) = up,
donc (u,em,) = um = (U, ey,) donc (u —u,e,) = 0. La famille engendrée par la base est dense: u = u. Par
définition, U est la limite de P,u donc u = lim, Pyu. On avait ||Pyul®> = 3" _,u2,, ce qui donne & la limite
ul? = 32 ug,

5 Espace L*(Q)

Théoréme 5.1. Soit Q un ouvert de R®. L’application
f e IHR).g € L@) = (fo)rz = [ f@lala)do

est un produit scalaire. Muni de ce produit scalaire, L?(2) est un espace de Hilbert. La norme induite est

£z = V(fs frz = W

Remarque: La fonction = — f(z)g(z) est intégrable. En effet,

@)@ < (7@ + o)),

Donc le nombre (f, g)r2 est bien défini. L’application f,g — (f, g)r2 est bien symétrique, positive, définie:
/Q]f(x)IQdm:O <~ f=0pp.

C’est donc un produit scalaire. On admet que L?(£2) est complet pour la norme induite.



