
F-EQUIVALENCE FOR PARABOLIC SYSTEMS AND APPLICATION
TO THE STABILIZATION OF NONLINEAR PDE

Abstract. We consider the F -equivalence problem for parabolic systems: under which
conditions a control system, governed by a parabolic operator A and a control opera-
tor B, can be made equivalent to an arbitrarily exponentially stable evolution system
through an appropriate control feedback law? While this problem has been resolved for
finite-dimensional systems fifty years ago, good conditions for infinite-dimensional systems
remain a challenge, especially for systems in spatial dimension larger than one. Our main
result establishes optimal conditions for the existence of an F -equivalence pair (T,K)
for a given parabolic control system (A,B). We introduce an extended framework for
F -equivalence of parabolic operators, addressing key limitations of existing approaches,
and we prove that the pair (T,K) is unique if and only if (A,B) is approximately control-
lable. As a consequence, this provides a method to construct feedback operators for the
rapid stabilization of semilinear parabolic systems, possibly multi-dimensional in space.
We provide several illustrative examples, including the rapid stabilization of the heat
equation, the Kuramoto-Sivashinsky equation, and the Fisher-KPP equation.
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1. Introduction

Consider the following nonlinear control problem

(1.1) ∂tu(t) = Au(t) + F(u(t)) +Bw(t),

where A is an unbounded linear operator, F is a nonlinear perturbation that can also
be unbounded, B is a given control operator, w is a control that can be chosen, and
u(t) ∈ H, where H is a given Hilbert space. An interesting question in control theory is to
know whether we can rapidly stabilize the system with the control w, that is whether the
following holds.

PROBLEM 1. For any λ > 0, there exists an operator K = Kλ ∈ L(D(A);U) such that,
by choosing w(t) = Kλu(t), the system (1.1) is (locally) exponentially stable with decay rate
λ.

“Locally” here only makes sense when F ≠ 0 and means locally around the equilibrium
u∗ = 0 and U refers to a given Hilbert space such that BK ∈ L(D(A);H).

This question has been extensively investigated in the last decades in different frame-
works and under different assumptions on A, B and F . Even when the system is linear
(i.e. F = 0), answering this question in all generality is challenging. The first works date
back (at least) to Slemrod [47] in 1972 in the case where F = 0 and B is a bounded
operator. Many results in this framework were obtained using tools from optimal con-
trol and Linear-Quadratic (LQ) theory by Lions, Barbu, Lasiecka, Triggiani and many
others [34, 5, 32, 33, 52, 53]. This question was considered in the semilinear framework,
i.e. F(H) ⊂ H in [48]. Other approaches successfully obtained results even when B is
unbounded; one can cite, for instance, the observability approach of [49, 36, 38], in par-
ticular [49] shows that when (A,B) is exactly null controllable the system can be rapidly
stabilized1 and [36] gives a very nice characterization of stabilizability in terms of ob-
servability. Other results, inspired by optimal control approaches and using Riccati or
Hamilton-Jacobi-Bellman equations, were obtained on semilinear systems either on partic-
ular systems of interest (for instance, [7]) or when A is parabolic [5]. One can also cite the
Gramian approach (see, for instance, [52]) and in particular the recent result of [42] where
the author managed modify the Gramian approach to get a quantitative rapid stabilization
and even a finite-time stabilization for a semilinear system (i.e. F(H) ⊂ H) when A is
skew-adjoint (see [41] on the application to the 1D Schrödinger equation). Nevertheless,
in these approaches, it often happens that the control feedback laws are not explicit, as
they rely either on solving a minimization problem and an algebraic Riccati equation [28]
(or even a Hamilton-Jacobi-Bellman equation [6], see also [30] for a learning approach to

1See also [57] for exponential stability without requesting rapid stabilization, i.e. arbitrary λ.
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alleviate this difficulty) or because they rely on the knowledge of the semigroup eA∗t.

Other methods have been introduced, specifically for the parabolic cases. For instance,
the impressive Frequency Lyapunov which obtains a quantitative rapid stabilization and
even a finite-time stabilization for the multidimensional heat equation [56] (and later for
the 2D Navier-Stokes equation [55]) by relying on Carleman estimates and a specific Lya-
punov function. However, it requires the control to be distributed, that is K takes value
in H. For this most challenging case, where B is unbounded and the control belongs to
a finite-dimensional space (that is K takes value in Rk for some k ∈ N \ {0}) it is worth
highlighting, still in the parabolic framework, the work of [3] where the authors manage to
deal both with a wide class of linear parabolic systems and, notably, with some nonlinear
systems where the nonlinear perturbation F is not semilinear (i.e. F(H) does not belong
to H) as long as the system is approximately controllable [2].

Another method was introduced to tackle the aforementioned limitations and deal with
this most challenging case in a general framework: the F -equivalence (for feedback equiv-
alence2). The principle is simple: instead of trying directly to find a feedback K, this
method solves a different mathematical problem:

PROBLEM 2. Given an operator Ã, find (T,K) ∈ L(H) × L(D(A),Rk) such that T is
an isomorphism from H into itself and maps (in H) the system

(1.2) ∂tu(t) = Au(t) +BKu(t)

to the system

(1.3) ∂tu(t) = Ãu(t).

Of course, Ã generates an exponentially stable semigroup on H, the existence of such a
pair implies the exponential stability of the original system in H. This approach is some-
times called generalized backstepping or Fredholm backstepping for, when T is a Volterra
transform of the second kind, it coincides with the well investigated backstepping method
for 1D systems [4, 29, 26] (see also [54] or [10] and references therein). In the last ten years,
F -equivalence approaches have been used to achieve rapid stabilization of many systems,
first for particular systems [16, 17, 15, 13, 18, 23, 21, 14, 35] and recently in increasingly
general settings [22, 24].

By definition, the F -equivalence problem is a priori asking for more than the rapid
stabilization, which is only its consequence. However, it actually turns out that for many
systems the sufficient conditions of existence of an F -equivalence are relatively permissive
and for skew-adjoint systems they were shown to be even better than the usual known
sufficient conditions for rapid stabilization [24, Section 3.1]. This can be explained since
the F -equivalence allows to look at the problem directly as a stabilization problem rather
than deriving a feedback from the resolution of the (optimal) control problem. This avoids
usual admissibility conditions on B (see, for instance, [11, Section 2.3] or [50]) which usually
ensures that the system (1.1) is well-posed for a whole class of control, which is not needed
for the stabilization problem (one only needs the system to be well-posed along w = Ku).
By considering the equivalence with the simpler system (1.3), it also avoids regularity
additional conditions onK as long as (1.1) is well-posed. This, together with the explicitness

2This name was, in fact, first introduced by Brunovsky in [9] for linear finite-dimensional system.
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of the feedback constructed makes the F -equivalence interesting both as a problem and for
its application to the rapid stabilization.

However, when it comes to parabolic systems, the existing F -equivalence conditions are
likely too conservative compared to usual condition of rapid stabilization: they are stronger
than asking for the exact null controllability of (A,B) of [49], let alone the approximate
controllability as in [3].

Another limit is that all the existing results of F -equivalence assume uniformly bounded
multiplicities of the eigenvalues of A. For skew-adjoint systems this condition is necessary
as soon as there is a finite number of controls (i.e. K takes value in Rk). For parabolic
system, however, this is likely too conservative as well. While, strictly speaking, this does
not restrict this approach to 1D systems, it is still a strong limitation in practice when
looking at systems that are multidimensional in space.

In this paper, we tackle these two limitations. We show the following (see Theorem 3.2
for a more detailed version):

THEOREM 1.1. Let A be a parabolic (unbounded) operator on a Hilbert space H with a
Riesz basis of eigenvectors and B ∈ (D(A′))k. For all λ ∈ R>0, there exists an explicitly
computable m(λ) such that either

• k < m(λ) and there is no exponentially stable operator Ã such that there exists a
solution to the F -equivalence problem 2.

• k ≥ m(λ), in this case if B satisfies the λ-approximate controllability condition
(HB), there exists an explicit Ã, T and K ∈ L(H;Rk) such that Ã is exponentially
stable with decay rate λ and (T,K) are solutions of the F -equivalence problem 2.

This implies in particular that the original system (1.1) with w(t) = Ku and F = 0 is
well-posed (see Proposition 3.3).

A consequence of this theorem is the exponential stability of the nonlinear system (1.1)
(see also Theorem 3.4):

THEOREM 1.2. Let A be a parabolic (unbounded) operator on a Hilbert space H with a
Riesz basis of eigenvectors and let B ∈ (D(A)′)k satisfies the λ-approximate controllability
condition (HB). If F satisfies the following assumption: there exists γ ∈ [0, 12 ] such that
F : H → D−γ(A) and for every ε > 0, there exists δ > 0 such that

(1.4) ∀u, v ∈ H, ∥u∥H , ∥v∥H ≤ δ ⇒ ∥Fu−Fv∥D−γ(A) ≤ ε∥u− v∥H ,

then there exists an explicit K ∈ L(H,Rk) such that the system (1.1) is exponentially stable
with w(t) = Ku.

As intended, the λ-approximate controllability assumption (HB) is much less restrictive
than the F -equivalence conditions in a general setting given by [24]. This either significantly
improves or recovers the recent results of [17, 23, 21, 35, 24]. As an illustration, in the
case of the 1d heat equation and Burgers’ equation on a torus studied in [21, 24] with
B = (B1, B2) where B1 : x 7→

∑
n≥1 b

1
n sin(nx) is odd and B2 x 7→

∑
n≥0 b

2
n cos(nx) is

even, the F -equivalence condition of [23, 24] amounts to

(1.5) b20 ̸= 0 and ∃γ ∈ [0, 1/2), ∀j ∈ {1, 2}, ∀n ≥ 1, c ≤ |bjn| ≤ Cnγ ,
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and our λ-approximate controllability assumption (HB) amounts to the (much) less restric-
tive condition

(1.6) ∀j ∈ {1, 2}, ∀n ≤
√
λ, bjn ̸= 0.

In particular, if one wants to stabilize at any rate λ, the previous conditions amount to
the approximate controllability of (A,B) by the generalized Fattorini criterion (see [3] and
Lemma 6.8). The example of the Kuramoto-Shivashinski system of [17] is discussed in
Section 4.2.1.

In Theorem 1.2 there is also no requirement on the multiplicity of the eigenvalues of A,
which makes it suitable, for instance, to multidimensional systems in space, in contrast to
essentially all the previous F -equivalence approaches [16, 17, 23, 35, 21, 22, 24].

While our main goal of this work is to improve the conditions for the F -equivalence
problem for parabolic systems and extend them to multidimensional systems, one can note
that the rapid stabilization result Theorem 3.4 can still be compared to previous results for
parabolic systems that use different approaches. In particular, compared to [44], the system
is not necessarily linear and, compared to [3, 1], the conditions on the nonlinearity F are
different (in particular thanks to the F -equivalence our conditions on the nonlinearity are
expressed only with respect to A and do not depend a priori on the feedback and can be
weaker). Note that compared to [3], and similarly to [2], B can belong to (D(A∗)′)k and
does not have to belong to the smaller space D((A∗)−s)k for some s < 1.

In Section 4 we illustrate this result on several examples of applications. Among others,
we study the rapid stabilization of a heat equation with potential on a Riemannian manifold,
the (nonlinear) Kuramoto-Sivashinsky and Fisher-KPP equations.

Overall, the paper is organized as follows: in Section 2 we introduce our setting, notations
and useful propositions. In Section 3 we state our main results, i.e. Theorems 3.2 and 3.4
that are shown in Section 5, and in Section 4 we give examples of applications on concrete
systems.

2. Settings and notations

2.1. Functional setting. Let (H, ⟨· , ·⟩H) be a Hilbert space and A be an unbounded
operator on H satisfying the following conditions:

(A1) There exists a family of eigenvectors (en)n≥1 of A that is a Riesz basis of H. Then
for every x ∈ H, Ax has a meaning (not necessarily in H) and we define the domain
of A as

D(A) = {x ∈ H | Ax ∈ H} .
(A2) The sequence (Re(λn))n≥1, where λn are the eigenvalues associated to (en)n∈N∗ , is

non-increasing and we have

Re(λn) →
n→+∞

−∞.

(A3) There exists C > 0 such that

∀n ≥ 1, |Re(λn)| ≥ C| Im(λn)|.

DEFINITION 2.1. Let A be an unbounded operator on H. We will say that A is diagonal
parabolic if it satisfies (A1), (A2) and (A3).

In particular, any parabolic self-adjoint operator is a diagonal parabolic operator.
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REMARK 2.2. Hypothesis (A2) implies that the multiplicity of each eigenvalue of A is
finite, but the supremum of all such multiplicities can be infinite. Hypothesis (A2) is here
to ensure that A is the infinitesimal generator of an analytic semigroup.

REMARK 2.3. As we will see in Subsection 2.2 with the Sobolev scale, the growth rate
of Re(λn) is closely linked to the nature of the space D(A).

For A diagonal parabolic operator, hypothesis (A2) ensures that {Re(λn) | n ≥ 1} has
a maximum mA. We define cA := max(0,mA), this constant will be useful for stating
our main result. Besides, from (A1) there exists an inner product of H such that (en)n≥1

is orthonormal and the associated norm is equivalent to the norm associated with ⟨· , ·⟩H
(see [24, Section 2]). Therefore in the following we will assume, without loss of general-
ity, that en is an orthonormal basis of H. Also, for every x ∈ H we define xn to be ⟨x , en⟩H .

Since A is closed, D(A) is an Hilbert space endowed with the inner product

(2.1) ∀y, z ∈ D(A), ⟨y , z⟩D(A) := ⟨y , z⟩H + ⟨Ay ,Az⟩H .

Notice that (en/
√
1 + |λn|2)n≥1 forms an orthonormal basis ofD(A). We see that (D(A), H,D(A)′)

is a Gelfand triple.
Finally, note that a parabolic diagonal operator A is normal (see Proposition B.1), in

particular we have D(A) = D(A∗). This allows us to see it as an element of L(H,D(A)′).
This is formalized in Appendix B.2.

Later, it will be useful to consider AM where M ∈ L(D(A)′), and we wish that AM ∈
L(H,D(A)′). However, this is not generally the case, so we need to work with another
operator algebra. This is the reason for the following proposition.

PROPOSITION 2.4. We define the following algebra

(2.2) LH(D(A)′) = {M ∈ L(D(A)′) | M|H ∈ L(H)},

which, endowed with the norm,

(2.3) ||M ||LH(D(A)′) := sup
||x||2

D(A)′+||y||2H=1

(x,y)∈D(A)′×H

√
||Mx||2D(A)′ + ||My||2H ,

is a Banach algebra. Furthermore, we have the embedding of LH(D(A)′) in L(D(A)′ ×H)

(2.4) ∀M ∈ LH(D(A)′), ∀(x, y) ∈ D(A)′ ×H, φ(M)(x, y) := (Mx,My).

Proof. It is clear that LH(D(A)′) is an algebra and that φ is injective. Notice that the
norm given above was designed such that

∀M ∈ LH(D(A)′), ||φ(M)||L(D(A)′×H) = ||M ||LH(D(A)′).

Hence, LH(D(A)′) is a Banach algebra. □

If we denote by GLH(D(A)′) the group of invertible elements in LH(D(A)′), then the
above embedding gives us the following characterization:

(2.5) M ∈ GLH(D(A)′) ⇐⇒ (M,M|H) ∈ GL(D(A)′)× GL(H).

Notice that now, for every M ∈ LH(D(A)′), we have AM ∈ L(H,D(A)′).
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2.2. Generalized Sobolev spaces. To define the generalized Sobolev spaces, let us fix
δ ≥ 0 such that −A + δ is invertible.3 We denote here and in the following −A + δ for
−A+ δI. Then we can define

(2.6) ∀s ∈ R, Ds(A) := D((−A+ δ)s).

Endowed with the usual graph norm, these become Hilbert spaces. Let s ∈ R, one can
show that the following norm is equivalent

(2.7) ∀x =
∑
n≥1

xnen ∈ Ds(A), ∥x∥2Ds(A) :=
∑
n≥1

(1 + |λn|2)s|xn|2.

We can identify D−s(A) with Ds(A)
′, and the triple (D−s(A), H,Ds(A)) forms a Gelfand

triple. Note that D1(A) = D(A) and D0(A) = H.
We refer to this scale of spaces as generalized Sobolev spaces, as they share the same

properties as classical Sobolev spaces. Moreover, when A is a power of the Laplace operator
on a closed manifold, these spaces coincide with the usual Sobolev spaces. For more details,
see Subsection 4.1 and in particular (4.3).

2.3. Frequency decomposition. Let λ > 0. Here, we focus on defining a decomposition
of our spaces into low and high frequencies. We define the low and high frequency spaces
as

(2.8)

Lλ = span {en | Re(λn) ≥ −λ} ,

Hλ = span {en | Re(λn) < −λ}H ,

D(A)′λ = span {en | Re(λn) < −λ}D(A)′
.

We have the orthogonal decomposition H = Lλ ⊕Hλ and D(A)′ = Lλ ⊕ D(A)′λ. We set
N(λ) := dimLλ < +∞ and define m(λ) to be the greatest multiplicity of any eigenvalue
in Lλ.

2.4. Control setting. In this paper, we seek to stabilize A using only a finite number of
scalar controls, which means that our control system looks like

∂tu = Au+Bw(t),

with w(t) ∈ Cm and B a given control operator. Let E be a normed vector space. We will
use the canonical isomorphism from Em to L(Cm, E) to identify an element B ∈ L(Cm, E)
with (B1, . . . , Bm) ∈ Em in the following way

(2.9) B : z ∈ Cm 7→
m∑
j=1

zjBj ∈ E.

Let B ∈ (D(A)′)m for some fixed m ≥ 1, when the supremum of the multiplicities of A is
infinite, the pair (A,B) is not approximately controllable, making it impossible to achieve
stabilization at any desired rate. Instead, we set a target stabilization rate λ > 0 and seek
to determine whether we can stabilize the system at this rate. Note that, for any given
λ > 0, we have the following lemma

3Note that is it sectorial since A is a diagonal parabolic operator.
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LEMMA 2.5. There exist N1(λ), . . . , Nm(λ)(λ) ∈ N∗ and a partition (e1n)n≥1, . . . , (e
m(λ)
n )n≥1

of (en)n≥1 such that, if we set Ljλ = span((ejn)1≤n≤Nj(λ)) and Hj = span((ejn)n≥1)
H

(thus

H =
⊕m(λ)

j=1 Hj) , then the multiplicities of eigenvalues are simple in Ljλ and

Lλ =

m(λ)⊕
k=1

Lkλ, H =

m(λ)⊕
j=1

Hj .

Moreover, for each j ∈ {1, . . . ,m(λ)}, A induces a diagonal parabolic operator on Hj such
that

A = A1 + · · ·+Am(λ), D(A) =

m(λ)⊕
j=1

D(Aj), D(A)′ =

m(λ)⊕
j=1

D(Aj)
′.

This is shown in Appendix D.

In the following, we define P jL as the orthogonal projection onto Ljλ in Hj . We then set
P jH = IdHj −P jL. In order to achieve a stabilization at decay rate λ, we make the following
assumption on our control operator:

(HB) m ≥m(λ), and for all j ∈ {1, . . . ,m(λ)}, we have Bj ∈ D(Aj)
′ and

⟨Bj , ejn⟩D(A)′ ̸= 0, ∀ n ∈ {1, . . . , Nj(λ)},

DEFINITION 2.6. Let B = (B1, . . . , Bm) ∈ (D(A)′)m. We say that B is Fλ-admissible
if it satisfies (HB).

Let us briefly comment on this assumption (HB). We first allow our control operators
to be unbounded, which means they belong to a larger space than H. For well-posedness
reasons, we know that D(A)′ is optimal, and here it is allowed, which makes it slightly
less restrictive than the condition of [3] where B ∈ Ds(A)

m with s < 1 and similar to the
condition of [1] (which consider in addition a non-autonomous setting) . Then the condition
on the scalar product of the Bj in (HB) is here to ensure that the low-frequency system is
controllable.

Finally, we define the concept of target operator, which we will need to define the concept
of F -equivalence.

DEFINITION 2.7. Let A be a diagonal parabolic operator and λ > 0. We say that an
unbounded normal operator D on H is a λ-target if it is the infinitesimal generator of a
differentiable semigroup on H with a growth rate of at most −λ. This means that

∃C > 0,∀x ∈ H,∀t ≥ 0, ||etDx||H ≤ Ce−λt||x||H .

REMARK 2.8. In Definition 2.7, the operator D could have a domain different from A,
and this happens, for instance, in [14]. In the following, however, we will only consider
λ-targets having the same domain as A.

3. Main results

3.1. F -equivalence results. Let λ > 0, A be a diagonal parabolic operator in H, D be a
λ-target, and B ∈ (D(A)′)m. Notice that D only depend on A and λ. We can now define
the concept of F -equivalence.
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DEFINITION 3.1 (F -equivalence). Let (T,K) ∈ GLH(D(A)′)×L(H,Cm). We say that
(T,K) is an F -equivalence of (A,B,D), or that it is an F -equivalence between (A,B) and
D, if

(3.1)

{
T (A+BK) = DT in L(H,D(A)′),

TB = B in D(A)′.

Furthermore, if K ∈ L(Lλ,Cm), we say that (T,K) is a parabolic F -equivalence.

Before presenting our main result, we want to emphasize few points. As one can imagine,
finding an F -equivalence is a challenging problem. The condition TB = B in 3.1 is included
for two reasons. First, to make the problem linear in (T,K), and secondly, in the hope of
achieving uniqueness, i.e., that there exists one and only one F -equivalence of (A,B,D),
which greatly aids in finding a solution. As Theorem C.1 shows (see also [12]), if (A,B) is
finite-dimensional and with D = A − λ, then there exists one and only one F -equivalence
of (A,B,D). Unfortunately, in our case, we will show in Section 6 that in general, there
is no uniqueness to the F -equivalence problem. However, at the same time, we introduce
a new formalism that we call weak F -equivalence, which allows us to regain uniqueness.
More precisely, we show that the uniqueness is linked with the approximate controllability
of (A,B). For more details, see Section 6. Our first main theorem is the following

THEOREM 3.2 (Parabolic F -equivalence). Let A be a diagonal parabolic operator, and
let λ ∈ R>0. Suppose B ∈ (D(A)′)m(λ) is an Fλ-admissible control operator (see Definition
2.6). For µ ≥ λ+ cA, we define

(3.2) D =

(
AL − µ 0

0 AH

)
.

Then, D is a λ-target and for almost every µ ≥ λ+cA, there exists a parabolic F -equivalence
(T,K) between (A,B) and D.

The proof is provided in Subsection 5.1. Let us comment on the above theorem. First,
the definition of D is very natural if the goal is to obtain a λ-target, that is a operator
with growth rate at most −λ. The hope behind is to find a feedback operator K acting
only on the low-frequency space, as one can expect intuitively and as is classically used
for parabolic systems see, for instance, [3, 48, 56]. Secondly, besides D being intuitive, it
is novel to perform F -equivalence in a generic framework with a target operator different
from4 A − λ, as done in [21, 22, 24]. This is, of course, made possible by the parabolic
nature of the system.

In fact, here, it would have been impossible to take D = A− λ, because if, for example,
B ∈ H, then BK would be a compact operator on H. If there exists T ∈ GL(H) such that

T (A+BK) = (A− λ)T,

we should have σ(A+BK) = σ(A− λ). However, we know that if BK is compact, A and
A+BK should asymptotically have the same spectrum (see, for instance, [19, Chapter IV,
Sec. 1]), which would be absurd.

4Note that another target operator was also used in [14] in the particular case of the Saint-Venant
system.
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3.2. Rapid stabilization results. Here, we apply F -equivalence to the stabilization of
parabolic systems. We start with the linear case, then we consider semilinear equations.
As before, let λ > 0, A be a diagonal parabolic operator in H, D be a λ-target, and
B ∈ (D(A)′)m. As expected, finding a solution to the F -equivalence problem also ensures
rapid stabilization of the linear system:

PROPOSITION 3.3. Let (T,K) ∈ GLH(D(A)′) × L(H,Cm) be a F -equivalence of
(A,B,D). Then A + BK is a unbounded operator on H with dense domain T−1(D(A))
which generate a differentiable semigroup with a growth of at most −λ. In particular, the
Cauchy problem

(3.3)

{
∂tu = (A+BK)u, ∀t > 0,

u(0) = u0 ∈ H,

is well-posed in C0([0,+∞);H) ∩ C∞(0,+∞;H) with u(t) ∈ D(A+BK), ∀t > 0, and we
have the following exponential stability estimate:

(3.4) ∃C > 0, ∀u0 ∈ H,∀t ≥ 0, ||u(t)||H ≤ Ce−λt||u0||H .5

Proof. See Appendix E. □

The above proposition demonstrates the utility of the F -equivalence approach for the
stabilization of linear systems. To show that (A,B) is exponentially stable at rate λ, one
only needs to demonstrate the existence of an F -equivalence between (A,B) and some tar-
get operator D as described above. Additionally, notice that this F -equivalence approach
ensures that the problem is well-posed.

Now, using F -equivalence we aim to stabilize the following type of nonlinear control
system

(3.5) ∂tu = Au+Bw(t) + F(u).

Where F is a nonlinear map which satisfies some conditions that we will define right after.
Let us first give an informal presentation of the idea. Suppose there exists an F -equivalence
(T,K) of (A,B,D) where D is a known λ-target. First we set w = Ku, and we show that
the following initial value problem is well-posed

(3.6)

{
∂tu = (A+BK)u+ F(u),

u(0) = u0 ∈ D(A+BK).

Then, we set v := Tu to transform the above equation into

(3.7) ∂tv = Dv + TF(T−1v).

Finally, we obtain stability estimates on v(·), which we then transfer back to u(·) using
T−1. We hope that if v is small enough, the TFT−1 term will behave correctly enough not
to disturb the stability of the system in v too much. When the system is semilinear, i.e.
F : H → H, this is a relatively classical approach (see, for instance, [48]) as long as F is
small enough around 0, which is typically the case for a nonlinear perturbation. A more
difficult case occurs when F itself is unbounded. We introduce the following assumption
on F .

5Here u(·) is the solution with initial condition u0.
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Assumption 1. It is a map from H to D−1/2(A), it is Lipschitz on bounded sets and for
every ε > 0, there exists δ > 0 such that

(3.8) ∀u, v ∈ H, ||u||H , ||v||H ≤ δ ⇒ ||F(u)−F(v)||D−1/2(A) ≤ ε||u− v||H .

This is typically satisfied for quadratic functions but also holds for much more generic
classes of operators. The next theorem formalizes the above discussion.

THEOREM 3.4. Let A be a diagonal parabolic operator and F be a map satisfying As-
sumption 1. Let λ ∈ R>0. Suppose B ∈ (D(A)′)m is an Fλ-admissible control opera-
tor. Let (T,K) be a parabolic F -equivalence of (A,B,D) given by Theorem 3.2 for some
µ ≥ λ+ cA. Then for all u0 ∈ H there exists a unique maximal solution u ∈ C0([0, τu0);H)
(with τu0 ∈ (0,+∞]) to the following system

(3.9)

{
∂tu = (A+BK)u+ F(u),

u(0) = u0.

Moreover it is locally exponentially stable in H. More specifically, there exists Cλ > 0 and
δ > 0 such that for all u0 ∈ H with ||u0||H ≤ δ, there exists a unique solution u(·) ∈
C0([0,+∞);H) to (3.9) and

(3.10) ∀t ≥ 0, ||u(t)||H ≤ Cλe
−λ

2
t||u0||H .

REMARK 3.5. If one only wanted the local exponential stability in Theorem 3.4 without
the existence of a unique maximal solution for any initial condition, then Assumption 1
could be weakened and F only has to be locally Lipschitz, instead of Lipschitz on bounded
sets.

The proof of this result is done in Section 5.2. Note that, as shown in the proof of
Theorem 3.2, K is obtained by solving a finite-dimensional linear system of equations.
Thus, the above theorem provides a very simple and explicit way to stabilize a whole class
of nonlinear parabolic PDE.

4. Applications and examples

4.1. Laplacian on manifolds. Let (M, g) be a compact oriented and connected d-dimensional
riemannian manifold, and set H = L2(M), A = ∆g and (en)n≥1 an orthonormal basis of
eigein vector such that

(4.1) 0 = −λ1 ≤ −λ2 ≤ · · · ≤ −λk → +∞.

The Weyl law tells us that N(λ) ∼
λ→+∞

Vol(M)ωd
(2π)d

λ
d
2 , where we recall that N(λ) = dim(Lλ)

(see (2.8)). Because the eigenvalues are non-decreasing, and from the definition of Lλ, we
have N(λn) = n. Hence, we have

(4.2) |λn| ∼
n→+∞

4π2

(ωdVol(M))
2
d

n
2
d .

Using the classical characterization of Sobolev spaces on manifolds as in [40], we have

(4.3) ∀s ∈ R, Ds(A) = H2s(M).

Notice that ∆g is a diagonal parabolic operator on L2(T), so we have the following imme-
diate corollary of our main result.
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COROLLARY 4.1. Let (M, g) be a compact oriented and connected d-dimensional Rie-
mannian manifold. We set H = L2(M), A = ∆g, and fix λ ∈ R>0. Let B ∈ (H−2(M))m(λ)

be an Fλ-admissible control operator. Then there exists K ∈ L(L2(M),Rm(λ)) such that
the Cauchy problem

(4.4)

{
∂tu = ∆gu+BKu, ∀t > 0,

u(0) = u0 ∈ L2(M),

is well-posed,6 and we have the following stability estimate:

(4.5) ∃C > 0, ∀u0 ∈ L2(M),∀t ≥ 0, ||u(t)||L2 ≤ Ce−λt||u0||L2 .

Before presenting concrete examples, notice that we have all the information we need
about the asymptotic behavior of N(λ) and λn. Interestingly, we see that the growth rate
of the eigenvalues is entirely governed by the topology of the manifold, while the prefactor
depends on its geometry, specifically its volume.

Despite all this, we still have no information on m(λ). In fact, it is well-known that ∆g

has “generically” simple eigenvalues, which implies m(λ) = 1 for all λ > 0. For a more
precise definition, see [39, 51]. For clarity, we will also demonstrate a similar result in a
simpler framework in the following paragraph.

Let d ≥ 2 and l = (l1, . . . , ld) ∈ Rd>0. We define the d-torus with sides l1, . . . , ld as

Tdl := R/2πl1Z× · · · × R/2πldZ.
It is a flat Riemannian manifold, and in the usual coordinates (θ1, . . . , θd), we have as
expected ∆Tdl

=
∑d

k=1 ∂
2
θk

. Let n = (n1, . . . , nd) ∈ Zd, we set in local coordinates

(4.6) en(θ) =
1√

(2π)dl1 . . . ld
e
i
∑d
k=1

nk
lk
θk .

We can easily verify that this defines smooth functions on Tdl and that they form an
orthonormal basis of L2(Tdl ). Additionally, we have

∆Tdl
en =

(
d∑

k=1

n2k
l2k

)
en.

Hence, we explicitly have the eigenvalues of ∆Tdl
.

PROPOSITION 4.2. Let D ⊂ Rd>0 be a bounded, non-negligible measurable set, endowed
with the normalized Lebesgue measure denoted by P. We define a Bernoulli random variable
S : D → R to be 1 for all l ∈ D such that ∆Tdl

has only simple eigenvalues. Then we have

(4.7) P(S = 1) = 1.

Proof. We set

N = {S = 0} = {l ∈ D | ∃n ̸= m ∈ Zd,
d∑

k=1

n2k
l2k

=
d∑

k=1

m2
k

l2k
} =

⋃
n̸=m

(n,m)∈Zd

{l ∈ D |
d∑

k=1

n2k
l2k

=
d∑

k=1

m2
k

l2k
},

which is measurable as a countable union of measurable sets. We will show that N ⊂ CQ,
with CQ := {l ∈ D | ( 1

l21
, . . . , 1

l2d
) is Q-linearly dependent}, and that P(CQ) = 0.

6In the sense of Proposition 3.3.
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Let l ∈ N . Then there exist n ̸= m ∈ Zd such that
d∑

k=1

n2k −m2
k

l2k
= 0.

Hence, this implies that l ∈ CQ. Now for all q ∈ Qd \ {0}, we set Lq(x) =
∑d

k=1 qkxk for
x ∈ Rd. Notice that we have

{l ∈ D | (l1, . . . , ld) is Q-linearly dependent} = D ∩
⋃

q∈Qd\{0}

ker(Lq).

Hence, the above set is measure zero as a countable union of measure zero sets, and because
x 7→

(
1
x21
, . . . , 1

x2d

)
is a diffeomorphism on Rd>0, we deduce that CQ is measure zero too.

□

Another way to state the above result is to say that if one takes D as in the proposition,
it can be seen as a parameter space for randomly selecting a d-torus. Then, almost surely,
we will have m(λ) = 1 for all λ > 0. This simple framework allows us to give precise
meaning to the statement “∆g has generically simple eigenvalues”.

We conclude this subsection with some examples. Let M be a compact oriented and
connected Riemannian manifold of dimension d ≤ 3. If we make no further assumptions
on it, we have the following result.

PROPOSITION 4.3. Let p ∈ M, and denote by δp the Dirac distribution at p. Let
λ > 0, and define K ∈ L(L2(M),R) as7

(4.8) ∀f ∈ L2(M), Kf = −λ
∫
M
f dµg.

Then, if λ is small enough (more precisely, λ < −λ2), the Cauchy problem

(4.9)

{
∂tu = ∆gu+ δpKu, ∀t > 0,

u(0) = u0 ∈ L2(M),

is well-posed, and there exists C > 0 such that

(4.10) ∀u0 ∈ L2(M), ||u(t)||L2 ≤ Ce−λt||u0||L2 .

Proof. Since M is connected, λ1 = 0 is a simple eigenvalue, and hence e1 = 1√
Vol(M)

and λ2 < 0. Let λ ∈ (0,−λ2), then m(λ) = 1. By the Sobolev embedding theorem, δp ∈
H− d

2
−ε(M) ⊂ H−2(M). Since (en)n≥1 forms a Hilbert basis of L2(M), it is straightforward

to show that, in H− d
2
−ε(M), we have

(4.11) δp =
∑
n≥1

en(p)en.

Now we can apply Theorem 3.2. Since Lλ = span(e1), we have (∆g)L = 0 and (δp)L =
1√

Vol(M)
. Solving the one-dimensional F -equivalence is then trivial, and we obtain

(4.12) K = −λ
√

Vol(M)⟨·, e1⟩L2 .

□

7Here, dµg is the measure induced by the Riemannian volume form.
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To stabilize the heat equation at any desired rate using only a Dirac control, we assume
that (M, g) is such that ∆g has only simple eigenvalues. As we discussed earlier, this
situation typically arises when a manifold is chosen randomly. We now present the following
stronger result.

PROPOSITION 4.4. Suppose that dim M ≤ 3 and that ∆g has only simple eigenvalue,
then for almost every p ∈ M, the pair (∆g, δp) is approximately controllable. This implies
that for every ν > 0, there exists K ∈ L(L2(M),R) such that the Cauchy problem

(4.13)

{
∂tu = ∆gu+ δpKu, ∀t > 0,

u(0) = u0 ∈ L2(M),

is well-posed, and there exists a constant C > 0 such that

(4.14) ∀u0 ∈ L2(M), ||u(t)||L2 ≤ Ce−νt||u0||L2 .

Proof. The nodal set of en (i.e. e−1
n ({0})) has measure zero for every n ≥ 1, so for almost

every p ∈ M, we have

(4.15) ∀n ≥ 1, en(p) ̸= 0.

Recall that δp ∈ H− d
2
−ε(M) and that δp =

∑
n≥1 en(p)en with ⟨δp, en⟩ = en(p) ̸= 0. Using

Lemma 6.8, we deduce that for almost every p ∈ M, the pair (∆g, δp) is approximately
controllable. Now let λ > ν as in Theorem 3.2. Since m(λ) = 1, the approximate control-
lability implies that δp is Fλ-admissible. Therefore, Theorem 3.2 together with Proposition
3.3 allows us to conclude.

□

REMARK 4.5. As always with any F -equivalence, the feedback K can be easily con-
structed using the same method as in the example following Corollary 4.7.

4.2. Nonlinear examples. In this section we provides some concrete applications of The-
orem 3.4 to some classical PDE.

4.2.1. Kuramoto–Sivashinsky equation. Here, we focus on the Kuramoto–Sivashinsky equa-
tion on the one-dimensional torus, which is given by

(4.16) ∂tu+∆2u+∆u+
1

2
∂x(u

2) = 0.

This equation was introduced by Yoshiki Kuramoto and Gregory Sivashinsky to study
flame front propagation, for more details see [31, 45, 46]. To apply Theorem 3.4, we need
to establish the appropriate setting. We work in H = L2(T), and define A = −(∆2 +∆),
hence we have

(4.17) ∀s ∈ R, Ds(A) = H4s(M).

The eigenbasis of A is (en)n∈Z, defined in (4.6). In order to apply our result we can reindex
by N>0 in the following way

(4.18) ∀n ≥ 1, ẽn :=

{
ek if n = 2k + 1, k ≥ 0,

e−k if n = 2k, k ≥ 1.

With this notation we similarly define λ̃n, we deduce from the previous section that

(4.19) λ̃n = −
⌊n
2

⌋4
+
⌊n
2

⌋2
∼

n→+∞
−n

4

16
.
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Hence A is a diagonal parabolic operator on H. For simplicity, we will continue to use the
family (en)n∈Z for the Sobolev norms.

We want to define F(u) = −1
2∂x(u

2) as a map from L2(T) to H−2(T), we will use the
following lemma.

LEMMA 4.6. Let u, v ∈ L2(T). Then there exists a constant C > 0 such that

(4.20) ||∂x(uv)||H−2 ≤ C||u||L2 ||v||L2 .

Proof. Let u, v ∈ C∞(T), we have

(4.21) uv =
∑
n∈Z

(∑
k∈Z

ukvn−k

)
en.

We define ⟨n⟩ =
√
1 + |n|2 for all n ∈ Z. Then by definition of Sobolev norms we have

(4.22) ||∂x(uv)||2H−2 =
∑
n∈Z

n2

∣∣∣∣∣∑
k∈Z

ukvn−k

∣∣∣∣∣
2

⟨n⟩−4.

Now, applying Cauchy-Schwarz inequality gives

(4.23) ||∂x(uv)||2H−2 ≤ ||u||2L2 ||v||2L2

∑
n∈Z

⟨n⟩−2.

Which concludes the proof. □

Now, as F is quadratic, the previous lemma ensures us that F satisfies Assumption 1.
Note that for all λ > 0, we have m(λ) = 3. Hence, applying Theorem 3.4 leads to the
following immediate corollary.

COROLLARY 4.7. Let λ ∈ R>0. Suppose that (f1, f2, f3) ∈ (H−2(T))3 is an Fλ-
admissible control operator. Then there exist K1,K2,K3 ∈ L(L2(T),C) such that for ev-
ery u0 ∈ L2(T), there is a τ > 0 for which there is a unique maximal solution u(·) ∈
C0([0, τ);L2(T)) to

(4.24)

{
∂tu+∆2u+∆u+ 1

2∂x(u
2) + f1K1u+ f2K2u+ f3K3u = 0,

u(0) = u0.

Furthermore, there exist Cλ > 0 and δ > 0 such that for all u0 ∈ L2(T) with ||u0||L2 ≤ δ,
the solution exists for all time t ≥ 0 and satisfies

(4.25) ∀t ≥ 0, ||u(t)||L2 ≤ Cλe
−λ

2
t||u0||L2 .

We now provide a concrete application of the above corollary to demonstrate that the
feedback derived from the parabolic F -equivalence is easily constructible.

Suppose we want to stabilize the system at a rate ν := 10. Hence we select λ = 20, and
then N(λ) = 5. For this example, we define

(4.26) ∀x ∈ T, f1(x) =
1√
2π
, f2(x) =

1√
2π

(e−ix + e−2ix), f3(x) =
1√
2π

(eix + e2ix).

Thus, we have f1 = ẽ1, f2 = ẽ2 + ẽ4, f3 = ẽ3 + ẽ5 ∈ Lλ, and B = (f1, f2, f3) is clearly
λ-admissible.
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To find our feedbacks, we only need to solve a finite-dimensional F -equivalence problem.
Identifying (ẽ1, ẽ2, ẽ4, ẽ3, ẽ5) with the canonical basis of C5, we have

(4.27) AL =


0 0 0 0 0
0 0 0 0 0
0 0 −12 0 0
0 0 0 0 0
0 0 0 0 −12

 , f1 =


1
0
0
0
0

 , f2 =


0
1
1
0
0

 , f3 =


0
0
0
1
1

 .

Let µ ≥ λ. If we denote by (T̃ , K̃) the solution of

(4.28)

{
T̃ (AL +BK̃) = (AL − µ)T̃ ,

TB = B,

then since TB = B is equivalent to Tf1 = f1, Tf2 = f2, and Tf3 = f3, we can decompose
the problem into three subproblems. It is straightforward to solve these either manually or
numerically, and we find that

T̃ =


1 0 0 0 0
0 µ

12 + 1 − µ
12 0 0

0 µ
12 1− µ

12 0 0
0 0 0 µ

12 + 1 − µ
12

0 0 0 µ
12 1− µ

12

 ,

K̃ =

−µ 0 0 0 0

0 −µ(µ+12)
12

µ(µ−12)
12 0 0

0 0 0 −µ(µ+12)
12

µ(µ−12)
12

 .

(4.29)

By Theorem 3.2, we know that for almost every µ ≥ λ, we can use K̃ to define our feedbacks
in Corollary 4.7. Then for all f ∈ L2(T), the above corollary applies with

K1f =
1√
2π

∫
T
−µf(x) dx,

K2f =
1√
2π

∫
T
f(x)

(
−µ(µ+ 12)

12
eix +

µ(µ− 12)

12
e2ix

)
dx,

K3f =
1√
2π

∫
T
f(x)

(
−µ(µ+ 12)

12
e−ix +

µ(µ− 12)

12
e−2ix

)
dx.

(4.30)

As we will now briefly show, our result can also be applied to the Kuramoto-Shivansky
system studied in [17], as it was one of the first examples of Fredholm backstepping, that
is

(4.31)


∂tu+∆2u+ ν∆u+ 1

2∂x(u
2) = 0 in (0,+∞)× (0, 1),

u(t, 0) = u(t, 1) = 0, ∀t > 0,

∆u(t, 0) = w(t), ∆u(t, 1) = 0, ∀t > 0,

u(0, ·) = u0 ∈ L2(0, 1),

with ν > 0. Thus, we work in H = L2(0, 1), with A = −∆2 − ν∆ and

D(A) = {u ∈ H4(0, 1) | u(0) = u(1) = ∆u(0) = ∆u(1) = 0}.
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Setting en(x) =
√
2 sin(πnx) for all x ∈ (0, 1) and for n ≥ 1, we observe that (en)n≥1 forms

an orthonormal basis of H consisting of eigenvectors of A, with eigenvalues

(4.32) ∀n ≥ 1, λn = −π4n4 + νπ2n2.

Thus, A is a self-adjoint diagonal parabolic operator on H. Multiplying (4.31) by a smooth
function in D(A) and integrating by parts, we obtain

(4.33) ∀u ∈ D(A), B∗u = −∂xu(0).
which defines, by duality, B ∈ L(R, D(A)′). Moreover, we have

(4.34) ∀n ≥ 1, ⟨B , en⟩D(A)′,D(A) = −πn.
Following [17], we assume that

(4.35) ν ̸∈ {n2π2 + k2π2 | n, k ≥ 1, n ̸= k},
which ensures that A has only simple eigenvalues (thus, (A,B) is approximately controllable
by Lemma 6.8). Consequently, (4.34) implies that B is Fλ-admissible for all λ > 0. The
nonlinearity F can be handled similarly to the previous example. Therefore, applying
Theorem 3.4, we obtain the following corollary.

COROLLARY 4.8. Let λ ∈ R>0. There exists K ∈ L(L2(0, 1),R) such that for ev-
ery u0 ∈ L2(0, 1), there exists τ > 0 for which there is a unique maximal solution u ∈
C0([0, τ);L2(0, 1)) to

(4.36)


∂tu+∆2u+ ν∆u+ 1

2∂x(u
2) = 0 in (0, τ)× (0, 1),

u(t, 0) = u(t, 1) = 0, ∀t ∈ (0, τ),

∆u(t, 0) = Ku(t, ·), ∆u(t, 1) = 0, ∀t ∈ (0, τ),

u(0, ·) = u0 ∈ L2(0, 1).

Furthermore, there exist constants Cλ > 0, and δ > 0 such that for all u0 ∈ L2(0, 1) with
||u0||L2 ≤ δ, the solution exists for all t ≥ 0 and satisfies

(4.37) ∀t ≥ 0, ||u(t, ·)||L2 ≤ Cλe
−λ

2
t||u0||L2 .

REMARK 4.9. As before, the feedback K is constructed by solving a finite-dimensional
linear system (see Remark C2). Compared to [17], this approach is significantly simpler.
One could similarly use our approach for the Kuramoto-Shivashinski system found in [37].

4.2.2. Fischer-KPP equation. The Fischer-KPP equation, introduced independently in 1937
by Ronald Fischer and by Andrey Kolmogorov, Ivan Petrovski, and Nikolai Piskunov, was
developed to model biological processes, see [20, 27]. In particular it describes phenomena
such as the spread of advantageous genes in a population. Here, we focus on the Fischer-
KPP equation on compact oriented and connected d-dimensional riemannian manifold M,
which is given by

(4.38) ∂tu = ∆u+ u(1− u).

We follow the same approach as for the previous equation. Let us fix s > d/2, and work in
H = Hs(M) with A = ∆+I. Thus, Dr(A) = Hs+2r(M). Since we are using H = Hs(M),
we cannot directly work with (en)n≥1 given in 4.1. Instead, we will use the following basis
8 of Hs(M)

(4.39) ∀n ≥ 1, fn = enn
− s
d .

8As discussed before, Weyl’s law ensures that this is a Riesz basis of Hs(M).
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From Weyl’s law there exists a constant cd > 0 such that

(4.40) λn ∼
n→+∞

−cdn
2
d .

Therefore, A is diagonal parabolic on H. Recall that by Sobolev embedding theorem
Hs(M) is a Banach algebra since s > d/2, which means that there exists C > 0 such that

(4.41) ∀u, v ∈ Hs(M), ||uv||Hs ≤ C||u||Hs ||v||Hs .

Hence the map F : Hs(M) → Hs(M) defined as

(4.42) ∀u ∈ Hs(M), F(u) = −u2,
is well-defined and satisfies Assumption 1. Hence using (4.3), we can apply Theorem 3.4
to get the following corollary.

COROLLARY 4.10. Let λ ∈ R>0. Suppose that B ∈ (Hs−2(M))m(λ) is an Fλ-admissible
control operator. Then there exist K ∈ L(Hs(M),Rm(λ)) such that for every u0 ∈ Hs(M),
there is a τ > 0 for which there is a unique maximal solution u(·) ∈ C0([0, τ ];Hs(M)) to

(4.43)

{
∂tu = ∆u+ u(1− u) +BKu,

u(0) = u0.

Furthermore, there exists Cλ > 0 and δ > 0 such that for all u0 ∈ Hs(M) with ||u0||Hs ≤ δ,
the solution exists for all time t ≥ 0 and satisfies

(4.44) ∀t ≥ 0, ||u(t)||Hs ≤ Cλe
−λ

2
t||u0||Hs .

Note that if dimM = 1, since f1 = e1, we can choose s close enough to 1
2 such that

the argument in the proof of Proposition 4.3 also applies here. Hence for λ ∈ (0,−λ2),
δp ∈ Hs−2(M) is Fλ-admissible and then defining

(4.45) ∀f ∈ Hs(M), Kf = −λ
∫
M
f dµg,

we can apply the above corollary with B = δp and this feedback operator K. In other
words, one can stabilize the Fischer-KPP equation using a Dirac control and the above
feedback.

5. Main proofs

5.1. Existence of parabolic F -equivalence. In this subsection we prove Theorem 3.2.

5.1.1. Proof strategy. Let A, λ, D, and B be as in Theorem 3.2. In particular, our frequency
decomposition of spaces are always with respect to λ. Below, we briefly outline the proof
steps for Theorem 3.2:

(1) We begin by establishing necessary conditions on the form of (T,K) for it to be a
parabolic F -equivalence of (A,B,D), as detailed in Proposition 5.2.

(2) In Subsection 5.1.3, we first apply Lemma 2.5 using the partition induced by the
Fλ-admissibility of B. Hence, for each j ∈ {1, . . . ,m(λ)}, we have Aj , a diagonal
parabolic operator on Hj , with Bj ∈ D(Aj)

′. Exploiting the fact that Aj has only
simple eigenvalues (see, for instance, [17, (2.10)]) in Ljλ, we show in Proposition
5.5 that for almost every µ ≥ λ + cA and for all j ∈ {1, . . . ,m(λ)}, there exists a
parabolic F -equivalence (Tj ,Kj) between (Aj , Bj) and Dj , where

(5.1) Dj =

(
AjL − µ 0

0 AjH

)
.
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The core of the proof lies in this step, with the main technical challenge being to
establish that Tj is an isomorphism. To achieve this, we make essential use of the
polynomial properties of finite-dimensional F -equivalence feedback, see Theorem
C.1. Note that Dj explicitly depends on µ, but for notational convenience, we do
not indicate this dependence explicitly.

(3) Finally, in Subsection 5.1.4, we prove Theorem 3.2. To this end we set

(5.2) T = T1 + · · ·+ Tm(λ), K = (K1, . . . ,Km(λ)).

Then we demonstrate that (T,K) indeed forms a parabolic F -equivalence between
(A,B) and D.

5.1.2. Necessary conditions on (T,K). The goal of this subsection is to show some condi-
tions that (T,K) should satisfy to be a parabolic F -equivalence between (A,B) and D (see
Proposition 5.2). This will greatly help us understand the form of (T,K) in Subsection
5.1.3, and we will also reuse it in Section 6.

First, let us introduce the following notation: we denote by PL and PH the orthogonal
projections on Lλ and Hλ in H, and by a slight abuse of notation, we use the same symbols
for the orthogonal projections on Lλ and D(A)′λ in D(A)′.

Then for every x ∈ D(A)′, we have x = xL + xH with xL = PLx and xH = PHx.
Now, for every normed vector space E, the previous decompositions give us the following
decomposition on the space of bounded operators

L(H,E) = L(Lλ, E)⊕ L(Hλ, E).

This is also true when replacing H with D(A)′. Notice that A(Lλ) ⊂ Lλ and that
A(Hλ ∩ D(A)) ⊂ Hλ, so similarly we can define AL = APL and AH = APH , and we
have A = AL +AH .

We now decompose L(H,D(A)′) in terms of frequency. Let M ∈ L(H,D(A)′). We can
write

(5.3) M = PLMPL + PLMPH + PHMPL + PHMPH ,

which allows us to define the direct sum corresponding to the above decomposition
(5.4)
L(H,D(A)′) = LLλ(H,D(A)′)⊕HLλ(H,D(A)′)⊕ LHλ(H,D(A)′)⊕HHλ(H,D(A)′),

where, for instance,

(5.5) HLλ(H,D(A)′) = {M ∈ L(H,D(A)′) | M = PLMPH},

and LLλ(H,D(A)′), LHλ(H,D(A)′) andHHλ(H,D(A)′) are defined accordingly. We could
apply the same approach to L(H) or L(D(A)′) and the subspaces defined earlier. In these
cases, this decomposition allows us to use a matrix formalism. For example, if M ∈ L(H),
we write

(5.6) M =

(
MLL MHL

MLH MHH

)
,

with

MLL = PLMPL, MHL = PLMPH , MLH = PHMPL, MHH = PHMPH ,
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and we verify that the usual matrix multiplication rules apply. For instance, for x ∈ H, we

write x =

(
xL
xH

)
, and we have

Mx =MLLxL +MHLxH +MLHxL +MHLxH =

(
MLL MHL

MLH MHH

)(
xL
xH

)
.

Notice that we can define LHλ(D(A)′λ) as in Proposition 2.4. The algebra defined in the
proposition below arises naturally in parabolic F -equivalence, as we will see in Sections 5
and 6.

PROPOSITION 5.1. We define the commutant algebra of AH as

(5.7) C(AH) = {M ∈ LHλ(D(A)′λ) | AHM =MAH in L(Hλ, D(A)′λ)}.
It is a sub-Banach algebra of LHλ(D(A)′λ).

Proof. It’s clear that C(AH) is a subalgebra of LHλ(D(A)′λ). We just need to show that it
is closed. Let (Mn)n≥1 be a sequence in LHλ(D(A)′λ) such that Mn →M in LHλ(D(A)′λ).
Recall that the norm of LHλ(D(A)′λ) is equivalent to the following

(5.8) ∀M ∈ LHλ(D(A)′λ), |||M ||| := ∥M∥L(D(A)′λ)
+ ∥M|Hλ∥L(Hλ).

We have

∥MAH−AHM∥L(Hλ,D(A)′λ)
≤ ∥MAH−MnAH∥L(Hλ,D(A)′λ)

+∥MnAH−AHM∥L(Hλ,D(A)′λ)
,

for the first them notice that

∥MAH −MnAH∥L(Hλ,D(A)′λ)
≤ ∥AH∥L(Hλ,D(A)′λ)

∥M −Mn∥L(D(A)′λ)
.

Now using that MnAH = AHMn, we get

∥MnAH −AHM∥L(Hλ,D(A)′λ)
≤ ∥AH∥L(Hλ,D(A)′λ)

∥M −Mn∥L(Hλ).

Then passing to the limit, we finally get ∥MAH − AHM∥L(Hλ,D(A)′λ)
= 0, and hence

M ∈ C(AH).
□

We can now show the following necessary conditions on (T,K):

PROPOSITION 5.2. Let µ ∈ R>0 \ {λl − λh}h≥l≥1, we set

Dµ =

(
AL − µ 0

0 AH

)
.

Let (T,K) be a parabolic F -equivalence between (A,B) and D (hence K ∈ L(Lλ,Cm(λ))).
Then, if we denote by (T̃ , K̃) the unique finite-dimensional F -equivalence between (AL, BL)
and AL − µ given by Theorem C.1,9 we have

(5.9) T =

(
T̃ 0
τ C

)
, K = K̃,

with C ∈ C(AH) and τ ∈ LHλ(D(A)′) and is defined as

(5.10) ∀n ∈ {1, . . . , N(λ)}, τ(en) =
∑
k≥1

⟨BHKen ,
√

1 + |λk|2ek⟩D(A)′

λk − λn

√
1 + |λk|2ek.

9We can apply this theorem using the isomorphism between CN(λ) and Lλ, which sends the canonical
basis to (en)1≤n≤N(λ).
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Furthermore, we have τ(Lλ) ⊂ Hλ.

Proof. Let n > N(λ). Then Ken = 0, and by F -equivalence, we have

(5.11) T (A+BK)en = λnTen = DTen.

Hence, Ten is an eigenvector of D associated to the eigenvalue λn. Note that (ej)j≥1 form
a basis of eigenvectors of D, from its definition. Now, because µ /∈ {λl−λh}h≥l≥1, we have
Ten ∈ span(ek)k>N(λ). Otherwise, it should exists l ≤ N(λ) such that ⟨Ten , el⟩H ̸= 0, but
by (5.11) we would have

λn⟨Ten , el⟩H = (λl − µ)⟨Ten , el⟩H ,
which would be a contradiction. Thus, we have

(5.12) ∀v ∈ Hλ, TAHv = AHTv.

Therefore, THL = 0 and THH ∈ C(AH).
Now let n ≤ N(λ). Applying this to the F -equivalence equation and using TB = B

gives us

(5.13) λnTen +BLKen +BHKen = DTen.

Projecting this on Lλ and D(A)′λ gives us

(5.14)

{
λn(Ten)L +BLKen = (AL − µ)(Ten)L,

λn(Ten)H +BHKen = AH(Ten)H .

Now, as THL = 0, we have TLLBL = BL and hence the first equation above is equivalent
to

(5.15) TLL(AL +BLK) = (AL − µ)TLL.

Then, identifying Lλ with CN(λ) using the isomorphism that sends the canonical basis to
(en)1≤n≤N(λ), we have, from Theorem C.1, TLL = T̃ and K = K̃. Now let’s use the second
equality in (5.14). We set hn := (Ten)H . Note that, given the choice of n, hn = TLHen.
For k > N(λ), we have

(5.16) λn⟨hn , ek⟩D(A)′ + ⟨BHKen , ek⟩D(A)′ = ⟨AHhn , ek⟩D(A)′ .

Using A∗ek = λkek, we get

(5.17) ⟨hn , ek⟩D(A)′ =
⟨BHKen , ek⟩D(A)′

λk − λn
.

Notice that by definition of N(λ), we have Re(λN(λ)+1 − λN(λ)) ̸= 0, hence the above
expression is well-defined (recall that k > N(λ) ≥ n). Recall that (

√
1 + |λm|2em)m≥1 is

an orthonormal basis of D(A)′, and so

τ(en) := hn =
∑
k≥1

⟨BHKen ,
√
1 + |λk|2ek⟩D(A)′

λk − λn

√
1 + |λk|2ek.

Now, to prove that τ(Lλ) ⊂ H, it suffices to show that τ(en) ∈ H for each n ∈ {1, . . . , N(λ)}.
Let k ≥ 1. We set Ik := ⟨BHKen ,

√
1 + |λk|2ek⟩D(A)′ . This forms an ℓ2 sequence since

BH ∈ D(A)′, and we have

(5.18)
|Ik|

|λk − λn|
√
1 + |λk|2 ∼

k→+∞
|Ik|.

Thus τ(en) ∈ H.
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□

REMARK 5.3. Here we emphasize that THL = 0 reflects the internal structure of the
equation

(5.19) ∂tu = Au+BKu,

with K ∈ L(Lλ,Cm(λ)). Notice that because Kx = KxL, this equation can be decoupled as
follows:

(5.20) ∂tu = Au+BKu ⇐⇒

{
∂tuL = ALuL +BLKuL,

∂tuH = AHuH +BHKuL.

The first evolution equation on uL in the system is independent of uH and can be solved on
its own. This fact is then reflected by THL = 0 in the F -equivalence. Similarly, one can
observe that TLH ̸= 0 if BH ̸= 0, as the low-frequency part uL influences the evolution of
uH .

REMARK 5.4. Notice that K is entirely determined as soon as A, B and D are given.
T is not, however, and the only free component of T is C. As we will discuss in Section 6,
this is what prevents achieving uniqueness.

5.1.3. Simple multiplicity case. In this section, we aim to establish the following proposi-
tion.

PROPOSITION 5.5. For almost every µ ≥ λ + cA and for all j ∈ {1, . . . ,m(λ)}, there
exists a parabolic F -equivalence (Tj ,Kj) between (Aj , Bj) and the λ-target Dj.

To clarify, here we work with the Gelfand triple (D(Aj),Hj , D(Aj)
′), and we redefine

accordingly all the necessary operator spaces. Then Tj ∈ GLHj (D(Aj)
′), Kj ∈ L(Ljλ,C),

and equation 3.1 becomes

(5.21)

{
Tj(Aj +BjKj) = DjTj in L(Hj , D(Aj)

′)

TjBj = Bj in D(Aj)
′.

Notice that Proposition 5.2 also applies here for (Aj , Bj , Dj), and we denote by T̃j , τj ,
and Kj the operators in (5.9). For the proof of Proposition 5.5, we will need the following
lemma.

LEMMA 5.6. Let µ ∈ R>0 \ {λl − λh}h≥l≥1. There exists a parabolic F -equivalence of
(Aj , Bj , Dj) if and only if there exists Cj ∈ C(AjH) ∩ GLHj

λ
(D(Aj)

′
λ) such that

(5.22) τjBjL + CjBjH = BjH .

Proof. Let (Tj ,Kj) be a parabolic F -equivalence between (Aj , Bj , Dj). By definition, we
have TjBj = Bj . Using Proposition 5.2 for (Aj , Bj , Dj), we obtain:

(5.23) TjBj = Bj ⇐⇒
(

T̃jBjL = BjL
τjBjL + CjBjH = BjH

)
.

Proposition 5.2 ensures that Cj ∈ C(AjH), and we have (recall that D(Aj)
′
λ correspond to

the projection on the high frequencies):

(5.24) ∀v ∈ D(Aj)
′
λ, Tjv = Cjv.

Since Tj ∈ GLHj
λ
(D(Aj)

′
λ), the equality above implies Cj ∈ GLHj

λ
(D(Aj)

′
λ).
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Conversely, suppose that there exists Cj ∈ C(AjH) ∩ GLHj
λ
(D(Aj)

′
λ) such that τjBjL +

CjBjH = BjH holds. Then, we can define Tj and Kj as in Proposition 5.2. By Theorem
C.1, we have that T̃jBjL = BjL, so by Equation (5.23), we have TjBj = Bj .

Next, let’s verify that Tj ∈ GLHj (D(Aj)
′). Define

(5.25) Rj =

(
T̃−1
j 0

−C−1
j τj T̃

−1
j C−1

j

)
.

Noticing that −C−1
j τj T̃

−1
j ∈ L(Ljλ, Hλ), and using the fact that Cj ∈ GLHj

λ
(D(Aj)

′
λ), we

have Rj ∈ LHj (D(Aj)
′). Then Tj ∈ GLHj (D(Aj)

′) immediately follows from the relation

(5.26) TjRj = RjTj = IdD(Aj)′ .

We now need to demonstrate that the first equation in (5.21) holds. Let n > Nj(λ), then
we have

Tj(Aj +BjKj)e
j
n = TjAje

j
n

= CjAje
j
n

= AjCje
j
n

= DjTje
j
n.

(5.27)

Next, consider the case where n ≤ Nj(λ). Using TjBj = Bj , we have

Tj(Aj +BjKj)e
j
n = λjnTje

j
n +BjLKje

j
n +BjHKje

j
n

= (T̃jAjL +BjLKj)e
j
n︸ ︷︷ ︸

∈Ljλ

+(λjnτj +BjHKj)e
j
n︸ ︷︷ ︸

∈D(Aj)′λ

.(5.28)

By Theorem C.1, we have

(5.29) (T̃jAjL +BjLKj)e
j
n = (AjL − λjn)T̃je

j
n.

Then, by the definition of τj , and setting f jk :=
√

1 + |λjk|2e
j
k, we have

(5.30) (λjnτj +BjHKj)e
j
n =

∑
k≥1

λjk
⟨BjHKje

j
n, f

j
k⟩D(Aj)′

λjk − λjn
f jk = AjHτje

j
n.

Thus

(5.31) Tj(Aj +BjKj)e
j
n = (AjL − λjn)T̃je

j
n +AjHτje

j
n = DjTje

j
n.

Finally, by continuity and linearity, we have

(5.32) ∀x ∈ Hj , Tj(Aj +BjKj)x = DjTjx.

□

The preceding lemma is very useful for constructing parabolic F -equivalences, as it shows
that we only need to construct Cj . Notice that

(5.33) ∀M ∈ LHj
λ
(D(Aj)

′
λ), M ∈ C(AjH) ⇐⇒ ∀n > Nj(λ), Cje

j
n ∈ ker(AjH − λjn).

Hence, it is natural to try Cj as a diagonal operator, which means

(5.34) ∀n > Nj(λ), Cje
j
n = cjne

j
n.
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Then the condition Cj ∈ GLHj
λ
(D(Aj)

′
λ) simply becomes

(5.35) ∃cj1, c
j
2 > 0, such that cj1 ≤ |cjn| ≤ cj2.

Note, however, that it is not clear yet that there would exists a parabolic F -equivalence
of (Aj , Bj , Dj) with such a diagonal Cj since it also have to satisfy (5.22). In fact, we are
going to show that not only it is possible to have a parabolic F -equivalence of (Aj , Bj , Dj)
with Cj , but in addition it is nearly always possible even without additional assumption
of BH . More precisely, we define Λj to be the set of all µ > 0 for which there exists a
parabolic F -equivalence (Tj ,Kj) of (Aj , Bj , Dj)

10 with Cj being diagonal. The following
proposition describes important topological properties of Λj .

PROPOSITION 5.7. Λj is open and dense in R>0 \ {λl − λh}h≥l≥1, and R>0 \ Λj is
negligible.

Proof. First, we begin by demonstrating the openness of Λj . To avoid confusion, we will
explicitly indicate every dependency on µ in our notation throughout this proof. Let µ ∈ Λj ,
then there exists a parabolic F -equivalence (Tµj ,K

µ
j ) of (Aj , Bj , D

µ
j ). Let k > Nj(λ), and

we set

(5.36) f jk =

√
1 + |λjk|e

j
k, bjk := ⟨Bj , f jk⟩D(Aj)′ , Kj

n := Kje
j
n.

Then, projecting (5.22) onto ek, we obtain

(5.37) (1− cµ,jk )bjk =

Nj(λ)∑
n=1

bjn⟨τ
µ
j (en) , f

j
k⟩D(Aj)′ = bjk

Nj(λ)∑
n=1

bjnK
µ,j
n

λjk − λjn
.

Hence, if bjk ̸= 0, this imposes

(5.38) cµ,jk = 1−
Nj(λ)∑
n=1

bjnK
µ,j
n

λjk − λjn
.

Now, let δ ∈ R such that µ + δ ∈ R>0 \ {λl − λh}h≥l≥1. We will show that if |δ| is small
enough, then µ+ δ ∈ Λj , thereby proving that Λj is an open set of R>0 \ {λl − λh}h≥l≥1.

Let k > Nj(λ), and define Cµ+δj as follows:

– If bjk = 0, then set cµ+δ,jk = 1.

– Otherwise, set cµ+δ,jk = 1−
Nj(λ)∑
n=1

bjnK
µ+δ,j
n

λjk − λjn
.

Now, by Lemma 5.6, we only need to check that (5.35) holds for (cµ+δ,jk )k>N(λ). Notice
that the above expressions imply, under Hypothesis (A2), that (note that the number of
terms in the sum is finite and does not depend on k)

(5.39) lim
k→+∞

cµ+δ,jk = 1.

Hence, the sequence is bounded from above. Since µ ∈ Λj , then (5.35) holds for (cµ,jk )k≥N(λ).
Now observe that, from Theorem C.1, the Kµ+δ,j

n are continuous in δ. Also notice that the

10Recall that Dj depends on µ.
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number of terms in the sum defining cµ+δ,jk is finite and independent of k, and that we have
(as (Re(λjm))m≥1 is non-increasing)

(5.40) ∀k > Nj(λ), ∀n ≤ Nj(λ), |λjk − λjn| ≥ Re(λjNj(λ)+1 − λjNj(λ)) > 0.

Thus, we deduce that the cµ+δ,jk are continuous in δ, uniformly in k. Therefore, using (5.35)
with (cµ,jk )k≥N(λ) if |δ| is small enough, we obtain that there exists cj > 0 such that

(5.41) |cµ+δ,jk | > cj , ∀k > N(λ).

which shows that µ+ δ ∈ Λj .

Now we prove that R>0\Λj is discrete in R>0, hence countable, and this will demonstrate
the last two assertions of Proposition 5.7. We proceed by contradiction, suppose there exists
µ∞ ∈ R>0 \ Λj such that there exists a injective sequence (µm)m≥1 with µm ∈ R>0 \ Λj
and µm → µ∞ as m → ∞. By the previous discussion and Lemma 5.6, for each m ≥ 1,
there exists km > N(λ) such that

(5.42) cµm,jkm
= 1−

Nj(λ)∑
n=1

bjnK
µm,j
n

λjkm − λjn
= 0.

Recall that, from (5.39), there exists k0 large enough such that cµ∞,j
k ≥ 1/2 for all k > k0,

and by the previous discussion, cµm,jk converge to cµ∞,j
k uniformly in k, when m → +∞.

Therefore, there exists m1 such that

(5.43) ∀m ≥ m1,∀k > k0, c
µm,j
k ̸= 0.

Therefore for m ≥ m1 there can only be a finite number of k where (5.42) holds. Hence we
can find k0 > N(λ) and extract a subsequence ψ such that kψm = k0, namely

(5.44) ∀m ≥ 1, c
µψ(m),j

k0
= 0.

However, by Theorem C.1, we know that Kµ,j
n , is a polynomial in µ without constant term.

Hence cµ,jk0 must be a non zero polynomial in µ, but the isolated zero theorem and (5.44)
imply

(5.45) ∀µ ∈ R, cµ,jk0 = 0,

which is a contradiction.
□

Finally, we can prove Proposition 5.5.

Proof of Proposition 5.5. We set Λ =
⋂
j∈{1,...,m(λ)} Λj . Proposition 5.7 ensures us that Λ

is full measure and dense in R>0, so let µ > λ+ cA within Λ, then for all j ∈ {1, . . . ,m(λ)}
there exists a parabolic F -equivalence of (Aj , Bj , Dj). Now as µ ≥ λ+ cA, we have

∀ν ∈ σ(Dj), ν ≤ −λ.

This implies that Dj is a λ-target. This concludes the proof of Proposition 5.5. □
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5.1.4. Last step. We now finalize the proof of our main result. By Proposition 5.5, for
almost every µ ≥ λ+cA and for all j ∈ {1, . . . ,m(λ)}, there exists a parabolic F -equivalence
(Tj ,Kj) between (Aj , Bj) and Dj . Hence, by Lemma D.1, if we set

(5.46) T = T1 + · · ·+ Tm(λ), K = (K1, . . . ,Km(λ)),

we have T ∈ GLH(D(A)′) and K ∈ L(Lλ,Cm(λ)).
Again, by Lemma D.1, notice that

(5.47) D = D1 + · · ·+Dm(λ),

and because µ ≥ λ + cA, we know that D is a λ-target. Finally, let x ∈ H. We have
x = x1 + · · · + xm(λ) with xj ∈ Hj . By the definition of (Tj ,Kj), we have TB = B in
D(A)′, and

(5.48) T (A+BK)x = (TA+BK)x =

m(λ)∑
j=1

(TjAj +BjKj)xj =

m(λ)∑
j=1

DjTjxj = DTx.

This concludes the proof of Theorem 3.2.

5.2. Stabilization of nonlinear systems. In this subsection we prove Theorem 3.4. To
do this we fix λ > 0 and apply our main F -equivalence result, then we set G = T ◦ F ◦ T−1

and we work with the transformed system

(5.49)

{
∂tv = Dv +G(v),

v(0) = v0 ∈ H.

For simplicity, in the whole proof we assume that 0 ∈ ρ(A), thus we use the following
equivalent norm

(5.50) ∀s ∈ R, ∀u ∈ Ds(A), ||u||2Ds(A) :=
∑
n≥1

|λn|2s|un|2.

Notice that since T ∈ GLH(D(A)′), we can show that for every s ∈ [0, 1] we have T ∈
GL(D−s(A)), therefore G satisfies Assumption 1. We denote by (dn)n≥1 the eigenvalues of
D. Let s ∈ R, it is clear that Ds(A) = Ds(D), and that there exits cλ > 0 such that

(5.51) ∀v ∈ D(A), cλ
−1||v||Ds(A) ≤ ||v||Ds(D) ≤ cλ||v||Ds(A).

We start by showing that (5.49) is locally well-posed. More precisely we want to show
the next proposition.

PROPOSITION 5.8. Let v0 ∈ H, there exists a unique maximal solution v ∈ C0([0, τv), H)∩
L2((0, τv);D1/2(A)) to (5.49), with τv ∈ (0,+∞].

The fact that v ∈ L2((0, τ);D1/2(A)) is classical for parabolic systems and will be crucial
to show the stability of solutions with small initial data. In order to prove this proposition
we will need two lemmas.

The following result ensures uniqueness and will allow us to define maximal solutions.

LEMMA 5.9. Let τ > 0 and v, w ∈ C0([0, τ);H) be solutions of (5.49), if v(0) = w(0)
then v = w.
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Proof. Let t > 0, as D is diagonal parabolic etD(D−1/2(A)) ⊂ H. We first show that there
exists K > 0 such that

(5.52) ||etD||L(D−1/2(A),H) ≤
K√
t
.

By hypothesis (A3) there exists c > 0 such that c|dn| ≤ |Re dn| holds for all n ≥ 1. Let
x ∈ D−1/2(D), we have

(5.53) ||etDx||2H ≤
∑
n≥1

e−2tc|dn||xn|2 ≤
∑
n≥1

|dn|e−2tc|dn||dn|−1|xn|2.

As the maximum of y 7→ ye−2tcy on R+ is e−1

2tc and using (5.51) we get that there exists
K > 0 such that

(5.54) ||etDx||2H ≤ K2

t
||x||2D−1/2(A)

.

This gives the desired estimate. Now let τ > 0 and v, w ∈ C0([0, τ);H) as in the statement.
Let τ0 < τ , by continuity (v − w)([0, τ0]) lies in some bounded set, we denote by L the
Lipchitz constant of G on this bounded set. Now as v(0) = w(0) we have for all t ∈ [0, τ0]

||v(t)− w(t)||H = ||
∫ t

0
e(t−s)D(G(v(s))−G(w(s))) ds||H(5.55)

≤
∫ t

0
K(t− s)−

1
2 ||G(v(s))−G(w(s))||D−1/2(A) ds(5.56)

≤
∫ t

0
KL(t− s)−

1
2 ||v(s)− w(s)||H ds.(5.57)

Now, a variant of Gronwall lemma for parabolic equations (see [25, Chapter 1]) ensure us
that ||v(t)− w(t)||H = 0, which concludes. □

Now for the existence part, we use a fixed point approach. To this end we will need
results on the following inhomogeneous Cauchy problem

(5.58)

{
∂tv = Dv + g(t), ∀t ∈ (0, τ),

v(0) = v0 ∈ H,

where g ∈ L2((0, τ);D−1/2(A)).

LEMMA 5.10. Let τ > 0 and g ∈ L2((0, τ);D−1/2(A)), for every v0 ∈ H, there exists
a unique solution v ∈ C0([0, τ ];H) ∩ L2((0, τ);D1/2(A)) to (5.58). Moreover, there exists
C ≥ 1 independent of v0, v, g and τ such that

(5.59) ||v||C0([0,τ ];H) + ||v||L2((0,τ);D1/2(A))
≤ C(||v0||H + ||g||L2((0,τ);D−1/2(A))

).

REMARK 5.11. In the special case where A is a self-adjoint operator, this result can be
found in [8, Chapter 10] and is attributed to Lions.

Proof. We set Xτ = C0([0, τ ];H) ∩ L2((0, τ);D1/2(A)). We want to define v as

(5.60) v(t) = etDv0 +

∫ t

0
e(t−s)Dg(s) ds.
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Therefore, we need to check that e(·)Dv0 ∈ L2((0, τ), D1/2(A)) (semigroup properties en-
sures that e(·)Dv0 ∈ C0([0, τ ];H)) and that the integral part is in Xτ . At the same time,
we show the different estimates.

For all n ≥ 1 we have Re(dn) ≤ −λ, hence ||etDv0||H ≤ ||v0||H for all t ∈ [0, τ ]. We set
vn := ⟨v0 , en⟩, then we have

(5.61)
∫ τ

0
||etDv0||2D1/2(A)

dt =
∑
n≥1

∫ τ

0
e−2t|Re dn||vn|2|dn| dt.

Now by hypothesis (A3) there exists c > 0 such that c|dn| ≤ |Re dn| holds for all n ≥ 1.
Thus e−2t|Re dn| ≤ e−2tc|dn| and after integration we get

(5.62)
∫ τ

0
||etDv0||2D1/2(A)

dt ≤ 1

2c

∑
n≥1

(1− e−2τc|dn|)|vn|2 dt ≤
1

2c
||v0||2H .

Now we show that I : t 7→
∫ t
0 e

(t−s)Dg(s) ds is in C0([0, τ ];H). Let t ∈ [0, τ ], we write
g(t) =

∑
n≥1 gn(t)en, and the hypothesis on g ensures that

(5.63) ||g||2L2((0,τ);D−1/2(A))
=
∑
n≥1

∫ τ

0
|dn|−1|gn(t)|2 dt <∞.

On the other hand, we have

(5.64) I(t) =
∑
n≥1

∫ t

0
e(t−s)dngn(s) ds en.

By Cauchy-Schwarz inequality we get

(5.65)
∣∣∣∣∫ t

0
e(t−s)dngn(s) ds

∣∣∣∣2 ≤ 1

2c|dn|
(1− e−2c|dn|t)

∫ τ

0
|gn(s)|2 ds.

Hence we get the continuity using Lemma A.1, and we have by the previous inequality

(5.66) ||I(t)||2H ≤ 1

2c
||g||2L2((0,τ);D−1/2(A))

.

Now using (5.64) we have

||I||2L2((0,τ);D1/2(A))
=
∑
n≥1

∫ τ

0
|dn|

∣∣∣∣∫ t

0
e(t−s)dngn(s) ds

∣∣∣∣2 dt(5.67)

≤
∑
n≥1

|dn| ||1[0,τ ]e(·)dn ∗ 1[0,τ ]gn(·)||2L2(R).(5.68)

Hence applying Young’s convolution inequality gives

||I||2L2((0,τ);D1/2(A))
≤
∑
n≥1

1

c2|dn|
(1− e−cτ |dn|)2

∫ τ

0
|gn(s)|2 ds(5.69)

≤ 1

c2
||g||2L2((0,τ);D−1/2(A))

,(5.70)

Which concludes the proof. □

Now, we can use a fixed point argument to prove Proposition 5.8.
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Proof of Proposition 5.8. Let v0 ∈ H. It suffices to demonstrate the existence of a solution
to (5.49). Once this is established, the maximal solution with the initial value v0 can be
defined using Lemma 5.9.

Let τ > 0 to be chosen later on. As before, we defineXτ = C0([0, τ ];H)∩L2((0, τ);D1/2(A)),
and it defines a Banach space with the following norm

(5.71) ∀v ∈ Xτ , ||v||Xτ := ||v||C0([0,τ ];H) + ||v||L2((0,τ);D1/2(A))
.

Wet set δ = 2C||v0||H where C is the constant of Lemma 5.10 and we define the following
closed subset

(5.72) Bτ (δ) = {v ∈ Xτ | ||v||Xτ ≤ δ}.

We denote by L the Lipschitz constant of G on the closed ball of radius δ of H. Let us
define the mapping M which, to each v ∈ Bτ (δ), associates w, the solution to

(5.73)

{
∂tw = Dw +G(v(t)), ∀t ∈ (0, τ),

w(0) = v0.

Let v ∈ Bτ (δ), we have (recall that δ = 2C∥v0∥H and G(0) = 0)

(5.74) ||G(v)||2L2((0,τ);D−1/2(A))
≤ L2

∫ τ

0
||v(s)||2H ds ≤ L2τ ||v||2C0([0,τ ];H) ≤ 4C2L2τ ||v0||2H .

Hence by Lemma 5.10 we get

(5.75) ||Mv||Xτ ≤ C(||v0||H + ||G(v)||L2((0,τ);D−1/2(A))
) ≤ (C + 2

√
τLC)||v0||H .

Then we set τ = 1
4L2C2 and as C ≥ 1, M become a mapping from Bτ (δ) to itself. Moreover,

let v1, v2 ∈ Bτ (δ), we have again by Lemma 5.10 and (5.75)

||Mv1 −Mv2||Xτ ≤ CL||v1 − v2||L2((0,τ);H)(5.76)

≤
√
τCL||v1 − v2||Xτ(5.77)

=
1

2
||v1 − v2||Xτ .(5.78)

This shows that M is a contraction on Bτ (δ), allowing us to apply the Picard fixed point
theorem to conclude. □

Now, let v0 ∈ H, as v is a mild solution to (5.49) its weak derivative is Dv +G(v), and
as v ∈ Xτ and G satisfies Assumption 1 (recall that G satisfies Assumption 1 because F)
we have ∂tv ∈ L2((0, τ);D−1/2(A)) and hence v ∈ H1((0, τ);D−1/2(A)). This implies by
classical approximations argument that ||v(·)||2H ∈W 1,1(0, τ) and

(5.79)
d

dt
||v(t)||2H = 2Re(⟨∂tv , v⟩D−1/2(A),D1/2(A)) a.e on (0, τv).

We now proceed to demonstrate the stability part, for which we will need the following
lemma.

LEMMA 5.12. There exists δ > 0 such that for any v0 ∈ H and any T > 0, if

(5.80) ||v||C0([0,T ];H) ≤ δ,

then

(5.81) ∀t ∈ [0, T ], ||v(t)||H ≤ e−
λ
2
t||v0||H .
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Proof. Let ε > 0 to be chosen later, from Assumption (1), there exists δ > 0 such that

(5.82) ∀u, v ∈ H, ||u||H , ||v||H ≤ δ ⇒ ||G(u)−G(v)||D−1/2(A) ≤ ε||u− v||H .

Now as D1/2(A) is continuously embedded in H, there exists α > 0 such that

(5.83) ∀u ∈ D1/2(A), ∥u∥H ≤ α∥u∥D1/2(A).

Let v0 ∈ H and T > 0 and assume that (5.80) holds. We have for almost every t ∈ (0, T )

1

2

d

dt
||v||2H = Re(⟨∂tv , v⟩D−1/2(A),D1/2(A))(5.84)

= Re(⟨Dv +G(v) , v⟩D−1/2(A),D1/2(A))(5.85)

≤ Re(⟨Dv , v⟩D−1/2(A),D1/2(A)) + εα||v||2D1/2(A)
.(5.86)

By definition, we have for almost every t ∈ (0, T )

(5.87) Re(⟨Dv , v⟩D−1/2(A),D1/2(A)) = −
∑
n≥1

|Re dn||vn(t)|2.

Now, as |Re dn| ≥ λ for every n ≥ 1, we have

(5.88) Re(⟨Dv , v⟩D−1/2(A),D1/2(A)) ≤ −λ||v||2H .

On the other hand, by hypothesis (A3) there exists c > 0 such that c|dn| ≤ |Re dn| holds
for all n ≥ 1. Thus we have

(5.89) Re(⟨Dv , v⟩D−1/2(A),D1/2(A)) ≤ −c||v||2D1/2(A)
.

Combining the two previous inequality we get that for almost every t ∈ (0, T )

(5.90)
1

2

d

dt
||v||2H ≤ − c

2
||v||2D1/2(A)

− λ

2
||v||2H + αε||v||2D1/2(A)

.

Hence if we choose ε = c
4α , we can apply a classical variant of Gronwall lemma, and as

v ∈ C0([0, T ];H), we have

(5.91) ∀t ∈ [0, T ], ||v(t)||2H ≤ e−λt||v0||2H ,
which concludes the proof. □

Now using the previous lemma, we show that for every v0 ∈ H such that ||v0||H ≤ δ
2 ,

then τv = +∞ and we have the desired stability estimate. First suppose by contradiction
that τv < +∞. By maximality of solutions, there exists t′ > 0 such that ||v(t′)||H > δ,
hence we define

(5.92) τc = inf{t ∈ (0, τv) | ||v(t)||H > δ}.
Notice that τc > 0 by the continuity of v. Then by definition we have

(5.93) ||v||C0([0,τc];H) ≤ δ.

Hence, applying the previous lemma leads to

(5.94) ∀t ∈ [0, τc], ||v(t)||H ≤ e−
λ
2
t||v0||H .

Then we have ||v(τc)||H ≤ δ
2 , which is a contradiction, hence τv = +∞. Now with a similar

reasoning, we get that the estimate (5.94) holds for all t ∈ [0,+∞).
We have established the desired result for the system (5.49). To extend this result to

the system (3.9), it suffices to observe that, for any τ > 0, u ∈ C0([0, τ);H) is a solution
to (3.9) if and only if v := Tu ∈ C0([0, τ);H) is a solution to (5.49). From this, we
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conclude that (3.9) is locally well-posed. Defining Cλ = ∥T−1∥L(H)∥T∥L(H), we observe
that if ∥u0∥H ≤ δ

2∥T∥L(H)
, then u is a global solution, and the following holds

(5.95) ∀t ∈ [0,+∞), ∥u(t)∥H ≤ Cλe
−λ

2
t∥u0∥H .

6. Approximate controllability and uniqueness

The problem of finding an F -equivalence between a control system (A,B) and a target D
is challenging, especially when the problem is ill-posed, meaning there may be multiple pairs
(T,K) that satisfy the conditions. In this section, we investigate this issue of uniqueness.

First, in subsection 6.1, we introduce an algebraic characterization for the lack of unique-
ness on T . This allows us to introduce the weak F -equivalence formalism and to recover
a well-posed problem. Then in subsection 6.2, we show that our algebraic characterization
can be linked to the approximate controllability of (A,B). This allows us to prove Theo-
rem 6.6, which implies that the parabolic F -equivalence problem is well-posed if and only
if (A,B) is approximately controllable.

6.1. Weak F -equivalence. Let us fix A, λ, B, µ, and D as in Theorem 3.2.11 Let
(T,K), (T ′,K ′) ∈ GLH(D(A)′) × L(H,Cm(λ)) be parabolic F -equivalences of (A,B,D).
Proposition 5.9 ensures that K = K ′, and

(6.1) TLL = T ′
LL, TLH = T ′

LH , THL = T ′
HL, THH , T

′
HH ∈ C(AH).

We adopt the same notation as in the proposition, hence we set C := THH and C ′ := T ′
HH .

Now, notice that by the definition of F -equivalence, we have

(6.2) (T − T ′)B = B −B = 0.

And by Lemma 5.6, this gives us

(6.3) (C − C ′)BH = 0.

This leads us to define the following closed subspace of C(AH):

(6.4) NBH = {M ∈ C(AH) |MBH = 0}.
Then, we endow LH(D(A)′)/NBH with the quotient norm, and because NBH is closed, the
quotient is a Banach space. We note π : LH(D(A)′) → LH(D(A)′)/NBH the quotient map.
Now, we have found all the possible solutions, as illustrated by the following proposition.

PROPOSITION 6.1. Let S ⊂ GLH(D(A)′)× L(H,Cm(λ)) be the set of all parabolic F -
equivalences of (A,B,D). We denote by (T∗,K∗) the solution given by Theorem 3.2. Then
we have

(6.5) S = (π(T∗) ∩ GLH(D(A)′))× {K∗}.

Proof. The above discussion shows that S ⊂ (π(T∗) ∩ GLH(D(A)′)) × {K∗} (as π(T∗) =
T∗ +NBH ). Now let T ∈ GLH(D(A)′) such that there exists N ∈ NBH with T = T∗ +N .
Hence, we have TB = B, and if we set F (T ) = T (A+BK)−DT , using the same notation
as in Proposition 5.9, we have

(6.6) F (T ) =

(
T̃ (AL +BLK)− (AL − µ)T̃ 0

τ(AL +BLK) + (C +N)BHK −AHτ (C +N)AH −AH(C +N)

)
.

By definition, NBH = 0, hence we have F (T ) = F (T∗) = 0, and this concludes the
proof. □

11Hence, with the notations of Section 5, µ ∈ Λ.
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We can deduce from this a simple formalism that allows us to restate the parabolic F -
equivalence problem so that it becomes well-posed. To this end let fix K ∈ L(Lλ,Cm(λ)),
if we set T := π(T ), we first need to make sense of the following equation

(6.7) T (A+BK) = DT .
We define FK : LH(D(A)′) → L(H,D(A)′) as in the previous proof, which is a bounded

linear operator

(6.8) ∀T ∈ LH(D(A)′), FK(T ) = T (A+BK)−DT.

Now for every T ∈ LH(D(A)′), we have
(6.9)

FK(T ) =

(
TLL(AL +BLK)− (AL − µ)TLL + THLBHK THLAH − (AL − µ)THL
TLH(AL +BLK) + THHBHK −AHTLH THHAH −AHTHH

)
.

Now let N ∈ NBH . We have

(6.10) FK(N) =

(
0 0

NBHK NAH −AHN

)
= 0.

Hence, FK continuously factors through π, which means that there exists a unique bounded
operator FK from LH(D(A)′)/NBH to L(H,D(A)′) such that

(6.11) ∀T ∈ LH(D(A)′), FK(π(T )) = F (T ).

Now this operator allows us to make sense of (6.7), we simply say that T (A+BK) = DT
if FKT = 0. Finally to define weak F -equivalence, we need to make sense of T B = B, for
this we define the following affine subspace

(6.12) FB = {T ∈ LH(D(A)′) |TB = B inD(A)′}.
Then we define T B = B as T ∈ π(FB).

DEFINITION 6.2 (Weak F -equivalence). Let (T ,K) ∈ LH(D(A)′)/NBH×L(Lλ,Cm(λ)).
We say that (T ,K) is a weak F -equivalence of (A,B,D), or that it is a weak F -equivalence
between (A,B) and D, if

(6.13) T ∈ π(FB) ∩ kerFK .
The above condition can also be written with the previous notations as

(6.14)

{
T (A+BK) = DT ,
T B = B.

Equation (6.14) clearly explain why the previous definition is called a weak F -equivalence.
Finally the next proposition show that finding a weak F -equivalence is a well-posed problem
and the solution is linked to parabolic F -equivalence.

PROPOSITION 6.3 (Uniqueness of Weak F -Equivalence). Let (T∗,K∗) be a parabolic F -
equivalence of (A,B,D). Then (π(T∗),K∗) is the unique weak F -equivalence of (A,B,D).

Proof. First, note that (π(T∗),K∗) is indeed a weak F -equivalence. Now letK ∈ L(Lλ,Cm(λ)),
T ∈ LH(D(A)′) such that TB = B and

(6.15) π(T )(A+BK) = Dπ(T ).

This implies that FK(π(T )) = FK(T ) = 0. The same reasoning as in the proof of Proposi-
tion 5.9 shows that K = K∗ and T − T∗ ∈ C(AH). Since TB = B and T∗B = B, we have
(T − T∗)B = (T − T∗)HHB = 0, hence T − T∗ ∈ NBH , which gives π(T ) = π(T∗). □
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6.2. Approximate controllability. One might ask when finding a parabolic F -equivalence
becomes a well-posed problem on its own. As we have shown in Proposition 6.1, the issue
of uniqueness is entirely due to the size of NBH , and having a unique solution is equivalent
to NBH = {0}. Therefore, in this subsection, we fix A, λ, µ, and D as before, but we let B
free.

DEFINITION 6.4. Let B ∈ (D(A)′)m and τ > 0, we say that (A,B) is approximately
controllable (in time τ) if for all u0, u1 ∈ H and any ε > 0, there exists w ∈ L2(0, τ ;Cm)
such that the solution of the following system

(6.16)

{
∂tu(t) = Au(t) +Bw(t), ∀t ∈ (0, τ),

u(0) = u0,

satisfies ∥u(τ)− u1∥ ≤ ε.

REMARK 6.5. By Lemma 6.8, as for finite-dimensional systems, the approximate con-
trollability of (A,B) is in fact, independent of τ . Hence, we will simply refer to the approx-
imate controllability of (A,B) without specifying a final time.

Here our goal is to relate the size of NBH to the approximate controllability of (A,B) by
proving the following theorem.

THEOREM 6.6. Let B ∈ (D(A)′)m be Fλ-admissible. Then NBH = {0} if and only if
(A,B) is approximately controllable.

The above theorem immediately answers our question and provides a new characteriza-
tion of approximate controllability for parabolic systems.

COROLLARY 6.7. Let B ∈ (D(A)′)m be Fλ-admissible. Then (A,B) is approximately
controllable if and only if there exists a unique parabolic F -equivalence of (A,B,D).

To prove Theorem 6.6, we will use the generalized Fattorini criterion introduced by
Badra and Takahashi in [3]. Let B = (B1, . . . , Bm) ∈ (D(A)′)m, since A is normal, we
have ker(A∗ − λn) = ker(A − λn), hence D(A)′ =

⊕
n≥1 ker(A

∗ − λn). We set ln :=

dimker(A−λn), which allows us to find a partition of (en)n≥1 as follows.12 For each n ≥ 1,
we denote by (εnk)1≤k≤ln a basis of ker(A − λn) formed by the elements of (ek)k≥1, hence
(εnk) is a reordering of (en). Now, for j ∈ {1, . . . ,m}, we can write in D(A)′

(6.17) Bj =
∑
n≥1

ln∑
k=1

bj,nk εnk .

With this, we can now state the criterion for approximate controllability.

LEMMA 6.8 (Fattorini-Badra-Takahashi Criterion). Let B = (B1, . . . , Bm) ∈ (D(A)′)m.
The pair (A,B) is approximately controllable (for any time τ > 0) if and only if for every
n ≥ 1, rank(Bn) = ln, where Bn is given by

(6.18) Bn =

 b1,n1 b1,n2 . . . b1,nln
...

...
...

bm,n1 bm,n2 . . . bm,nln

 .

Proof. This is a direct application of Theorem 1.3 (using Remark 2.1 which allows us to
take γ = 1) in [3]. □

12Note that we will work with (en)n≥1, which is orthogonal but not orthonormal in D(A)′.
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With this criterion we are now able to prove our theorem.

Proof of Theorem 6.6. Let C ∈ C(AH). First we give a characterization of CBH = 0 using
a collection of infinite scalar linear systems.

Notice that CBH = 0 is equivalent to CBjH = 0 for all j ∈ {1, . . . ,m}. Now, for
n > N(λ), if we denote by Pn the orthogonal projection onto ker(An − λn), we have
CPnB = PnCB because CAH = AHC. Hence, we have the following characterization of
CBH = 0

(6.19) ∀n > N(λ),∀j ∈ {1, . . . ,m}, CPnBjH = 0.

Thus, for each n > N(λ), we have a finite-dimensional linear system. For n ≥ 0 and for
every k ∈ {1, . . . , ln}, we set cnk := Cεnk ∈ ker(A− λn). Then, using (6.19), we have

(6.20) CBH = 0 ⇐⇒ ∀n > N(λ),


b1,n1 cn1 + · · ·+ b1,nln c

n
ln

= 0,

b2,n1 cn1 + · · ·+ b2,nln c
n
ln

= 0,
...
bm,n1 cn1 + · · ·+ bm,nln

cnln = 0.

Now, to obtain scalar linear equations, we fix n > N(λ). Then for each k ∈ {1, . . . , ln}, we
set xk := (⟨cn1 , εnk⟩, . . . , ⟨cnln , ε

n
k⟩)T ∈ Cln , and thus we have

(6.21)


b1,n1 cn1 + · · ·+ b1,nln c

n
ln

= 0,

b2,n1 cn1 + · · ·+ b2,nln c
n
ln

= 0,
...
bm,n1 cn1 + · · ·+ bm,nln

cnln = 0.

⇐⇒ ∀k ∈ {1, . . . , ln}, Bnxk = 0.

Now, we show that NBH = {0} is equivalent to the approximate controllability of (A,B).
First, suppose that (A,B) is approximately controllable. Then, Lemma 6.8 ensures that
for all n > N(λ), we have kerBn = {0}, and by the above discussion, this implies that
NBH = {0}. Conversely, suppose that NBH = {0}. First, we establish the controllability
of (AL, BL). Using the decomposition from Lemma 2.5, it suffices to show that (AjL, BjL)
is controllable for all j ∈ {1, . . . ,m(λ)}. This follows from (HB), thanks to the Kalman
criterion. Thus, the pair (AL, BL) is controllable. Moreover, the Fattorini criterion applies
to finite-dimensional systems as well, where approximate controllability coincides with exact
controllability, hence we have

(6.22) ∀n ∈ {1, . . . , N(λ)}, rank(Bn) = ln.

Now, suppose by contradiction that there exists n > N(λ) such that rg(Bn) < ln. Hence,
there exists z ∈ Cln \ {0} such that Bnz = 0. With this, we can construct C ∈ C(AH) such
that it is zero everywhere except on ker(An − λn), where we have

(6.23) ∀k ∈ {1, . . . , ln}, Cεnk = zkε
n
1 .

Then, using (6.21) and the above discussion, we would have CBH = 0, which is a contra-
diction. Hence, by Lemma 6.8, (A,B) is approximately controllable.

□
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REMARK 6.9. Working with an operator A such that m(λ) →
λ→+∞

+∞, implies that

(A,B) is not approximately controllable for any B ∈ (D(A)′)m. Indeed, if (A,B) is ap-
proximately controllable, then Lemma 6.8 implies supn≥1 ln < +∞. Hence, in this case, we
know that the problem of finding a parabolic F -equivalence for (A,B,D) is ill-posed.
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Appendix A. Series of functions in a Hilbert space

Let (fn)n≥1 be a sequence of C0(I,C) where I is a real, non-trivial interval. We say that
(fn)n≥1 is locally uniformly square summable if for all t0 ∈ I there exists a neighborhood
J ⊂ I of t0 and a non-negative sequence (cn)n≥1 ∈ ℓ2 such that

∀n ≥ 1, ∀t ∈ J, |fn(t)| ≤ cn.

LEMMA A.1. Let (H, ⟨· , ·⟩) be a Hilbert space with an orthonormal basis (en)n≥1. Let
(fn)n≥1 be locally uniformly square summable sequence of continuous functions. Then the
function F : I → H defined as

∀t ∈ I, F (t) =
∑
n≥1

fn(t)en,

is continuous.

Proof. For all t ∈ I, there exists a neighborhood J ⊂ I of t such that (fn : J → C)n≥1 is
uniformly continuous, hence F is continuous on J and thus continuous at t.

□

Appendix B. Properties of the operator A

B.1. A is normal. We have the following proposition.

PROPOSITION B.1. Let A be a diagonal parabolic operator on H. Then A is normal,
and we have

∀x ∈ D(A), A∗x =
∑
n≥1

λnxnen.

Furthermore, it is the infinitesimal generator of an analytic semigroup.

Proof. For all n ≥ 1, we have en ∈ D(A) by (A1), so D(A) = H. Notice also that
en ∈ D(A∗) for all n ≥ 1, and we have

∀k, n ≥ 1, ⟨A∗en , ek⟩H = ⟨en , Aek⟩H = λkδkn.

Hence, A∗en = λnen, which means that D(A) = D(A∗) and for all x ∈ D(A), we have

A∗x =
∑
n≥1

λnxnen.

Thus, ||A∗x||H = ||Ax||H . To conclude that A is normal, we now just need to show that A
is closed, but then it is sufficient to prove that A generates a strongly continuous semigroup,
see [43, Sec. 1.2].

Let t > 0. We define S(t) : H → H as S(t)x =
∑

n≥1 xne
λnten for every x ∈ H.

Again by (A1), we have that S(t) is bounded. It is clear that for all s, t > 0 we have
S(t + s) = S(t)S(s) and that S(t)x → x as t → 0 by Lemma A.1 using Hypothesis (A2).
We then see that

S(t)x− x

t
=
∑
n≥1

xn
eλnt − 1

t
en.

Setting fn(t) = xn
eλnt−1

t for t > 0 and fn(0) = xnλn, the inequality of the mean value
theorem gives us |fn(t)| ≤ |xnλn| for n large enough via (A2). Then, noticing that

D(A) = {x ∈ H |
∑
n≥1

|xnλn|2 < +∞},
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and using Lemma A.1, this implies that the limit as t → 0 exists if and only if x ∈ D(A).
Consequently, we have

∀x ∈ D(A),
S(t)x− x

t
→ Ax.

Finally, we show that A generates an analytic semigroup using the resolvent characteri-
zation, see [43, Sec. 2.5] First, we set ω = Re(λ1). By Hypothesis (A2), the half-plane
Re(λ) > ω is contained in the resolvent set of A.

Then, let λ ∈ C be such that Re(λ) > ω. Using Hypothesis (A3), we can see geometrically
that there exists a constant c > 0 such that

(B.1) ∀n ≥ 1, c|λ− λn| ≥ |λ− ω|.
Hence, we have

(B.2) ∀x ∈ H, ∥(A− λ)−1x∥2H =
∑
n≥1

|λ− λn|−2|xn|2 ≤
c2

|λ− ω|2
∥x∥2H ,

which gives us the desired estimate on the resolvent:

(B.3) ∥(A− λ)−1∥L(H) ≤
c

|λ− ω|
.

□

B.2. Extension for normal operators.

PROPOSITION B.2. Let N be an unbounded normal operator on H. Then there exists
a unique Ñ ∈ L(H,D(N)′) such that Ñ|D(N) = N .

Proof. This is a straightforward consequence from the normality of the operator N : as N
is normal, it is densely defined, so we again have a Gelfand triple (D(N), H,D(N)′) as
before. The uniqueness follows from the density. Now let x ∈ H, we define Ñx as

∀y ∈ D(N), (Ñx)(y) := ⟨N∗y , x⟩H .
Thus, for all y ∈ D(N), since N is normal we have

|⟨N∗y , x⟩H | ≤ ||N∗y||H ||x||H = ||Ny||H ||x||H ≤ ||y||D(N)||x||H .

This shows that Ñ ∈ L(H,D(N)′). If x ∈ D(N), then

(Ñx)(y) = ⟨y ,Nx⟩H = ⟨y ,Nx⟩D(N),D(N)′ .

Which implies that Ñx = Nx in the sense of the inclusion given by the Gelfand triple. □

Appendix C. Finite dimensional F-equivalence

We consider a finite dimensional control system

(C.1) ẋ = Ax+Bu,

with x ∈ Cn, u ∈ C, A ∈Mn(C) and B ∈ Cn. Here is the main result of this section.

THEOREM C.1. Let λ ∈ R and (A,B) be controllable, then there exists one and only
one (T,K) ∈ GL(n,C)× C1×n such that

(C.2)

{
T (A+BK) = (A− λ)T,

TB = B.

Furthermore, K1, . . . ,Kn are polynomials in λ, and if A is diagonalizable, they have no
constant term.
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Proof. First, Theorem 4.1 in [12] gives the existence and uniqueness of (T,K) satisfying
(C.2), and its proof ensures that Tij := ⟨Tej , ei⟩ and Ki are polynomials in λ (Note that,
in [12], A is assumed to be nilpotent, but the proof can be easily generalized using similar
arguments).

Now, assume that A is diagonalizable. Without loss of generality, we can assume that A
is diagonal and A = diag(λ1, . . . , λn) (note that the controllability is conserved by a change
of variable and that A does not depend on λ). Let j ∈ {1, . . . , n}, by (C.2), we have

(C.3) λjTej +KjB = ATej − λTej .

Next, for any i ∈ {1, . . . , n}, projecting the previous equation onto ei gives (as ⟨ATej , ei⟩ =
⟨Tej , Āei⟩)

(C.4) λjTij +KjBi = (λi − λ)Tij .

Setting i = j in this equation yields

(C.5) ∀i ∈ {1, . . . , n}, Ki = −λTii
Bi
.

Thus, we conclude that Ki has no constant term as a polynomial in λ. Note that Bi ̸= 0
is guaranteed by the fact that (A,B) is controllable. □

REMARK C.2. In the diagonal case, using the same notation as in the proof, (C.2) is
equivalent to

(C.6)

{
(λ− λi + λj)Tij +KjBi = 0, ∀i, j ∈ {1, . . . , n},∑n

j=1 TijBj = Bi, ∀i ∈ {1, . . . , n}.

This system consists of n2+n linear scalar equations, which allow us to numerically compute
(T,K) in practice.

Appendix D. Proof of Lemma 2.5

Let us first show that such a partition exists. Using Appendix G of [22], we can
construct (e1n)1≤n≤N1(λ), . . . , (e

m(λ)
n )1≤n≤Nm(λ)(λ), which forms a partition of (en)1≤n≤N(λ),

such that the restriction of A to span((ejn)1≤n≤Nj(λ)) has only simple eigenvalues for all
j ∈ {1, . . . ,m(λ)}. Now, we extend these families as follows

(D.1) ∀j ∈ {1, . . . ,m(λ)},∀n > Nj(λ), ejn = em(λ)(n−Nj(λ))−(j−1)+N(λ).

Thus, (e1n)n≥1, . . . , (e
m(λ)
n )n≥1 form a partition of (en)n≥1. Note that this partition is far

from being unique, and, in particular, any re-arrangement of (ejn)j∈{1,...,m(λ)},n>Nj(λ) is
suitable. Then, Lemma 2.5 is a consequence of the following Lemma:

LEMMA D.1. Let d ≥ 1 and let (e1n)n≥1, . . . , (e
d
n)n≥1 be a partition of (en)n≥1. Define

Hj = span((ejn)n≥1)
H

thus H =
⊕d

j=1Hj. Then for each j ∈ {1, . . . , d}, A induces a
diagonal parabolic operator on Hj such that

A = A1 + · · ·+Ad, D(A) =

d⊕
j=1

D(Aj), D(A)′ =

d⊕
j=1

D(Aj)
′.
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Proof. Let j ∈ {1, . . . , d}. For all n ≥ 1, define λjn as the eigenvalues associated with ejn.
Then we set D(Aj) = {x ∈ Hj |

∑
n≥1 |x

j
n|2|λjn|2 < +∞}, which allows us to define Aj as

∀x ∈ D(Aj), Ajx =
∑
n≥1

xjnλ
j
ne
j
n.

Then Aj satisfies (A1). Notice that since (ejn)n≥1 is a subsequence of (en)n≥1, this implies
that A also satisfies (A2). Therefore, we have A = A1+ · · ·+Ad and D(A) =

⊕d
j=1D(Aj).

Taking the dual of the orthogonal sum finally gives the last equality. □

Appendix E. Proof of Proposition 3.3

The proof of Proposition 3.3 is relatively straightforward and we give it here for com-
pleteness: since A ∈ L(H,D(A)′), B ∈ (D(A)′)m(λ) (hence it can be seen as belonging to
L(Cm(λ), D(A)′), see (2.9)) and K ∈ L(H,Cm(λ)), we have A+BK ∈ L(H,D(A)′).

Now we view A+ BK as an unbounded operator on H and define D(A+ BK) = {x ∈
H | (A+BK)x ∈ H}. Let’s show that D(A+BK) = T−1(D(A)).

Let x ∈ D(A + BK). Then (A + BK)x ∈ H, and so equality (3.1) implies DTx ∈
H, hence x ∈ T−1(D(A)). Conversely, let x ∈ T−1(D(A)). Then again by (3.1), we
get T (A + BK)x ∈ H, but now because T ∈ GL(D(A)′) and T|H ∈ GL(H), we have
(A+BK)x ∈ H. We know that D(A) is dense, then since T is an isomorphism on H, this
shows the density of D(A+BK).

Now we set S(0) = IdH and for t > 0, we define S(t) : H → H as

(E.1) ∀x ∈ H, S(t)x = T−1etDTx.

Hence, S := (S(t))t∈R≥0
is a differentiable semigroup with growth rate at most −λ as

(etD)t∈R≥0
is a differentiable semigroup with the same growth rate. Now we have to check

that A + BK is the infinitesimal generator of S. Let x ∈ H such that the limit in H as
t→ 0 of S(t)x−x

t exists. We have

(E.2)
S(t)x− x

t
= T−1 e

tDTx− Tx

t
,

then the existence of the limit is equivalent to Tx ∈ D(A) and hence x ∈ D(A + BK) by
what we have shown before. The last part of the proposition is an immediate consequence
of semigroup theory for evolution equations, see for instance [43, Sec. 4.1]
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