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Abstract. In this paper we establish a connection between a microscopic follow-the-leader
model based on ordinary differential equations and a semidiscretization of a macroscopic continuum
model based on a conservation law. Naturally, it also turns out that the natural discretization of
the conservation law in Lagrangian coordinates is equivalent to a straightforward time discretization
of the microscopic model. We also show rigorously that, at least in the homogeneous case, the
macroscopic model can be viewed as the limit of the time discretization of the microscopic model as
the number of vehicles increases, with a scaling in space and time (a zoom) for which the density
and the velocity remain fixed. Moreover, a numerical investigation and comparison is presented for
the different models.
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1. Introduction. Microscopic modeling of vehicular traffic is usually based on
so-called follow-the-leader models; see [16], [6]. A system of ordinary differential
equations is used to model the response of vehicles to their leading vehicle. These
models usually consist of a system of second order ordinary differential equations. For
instance (a more general nonlinearity could be considered as well), we consider

ẋi = vi,(1.1)

v̇i = C
vi+1 − vi

(xi+1 − xi)γ+1
+A

1

Tr

[
V

(
∆X

xi+1 − xi

)
− vi

]
,

where xi(t), vi(t), i = 1, . . ., are location and speed of the vehicles at time t ∈ R
+, and

∆X is the length of a car. The basic idea is that the acceleration at time t depends
on the relative speeds of the vehicle and its leading vehicle at time t and the distance
between the vehicles. The constants C > 0, A > 0, γ ≥ 0 and the relaxation time Tr

are given parameters. In the homogeneous case A = 0 we recover the usual form of
microscopic follow-the-leader models. For A > 0 a relaxation term is added, driving
the velocity of the car to an equilibrium velocity V , which depends on macroscopic
properties of the flow ahead of the driver. Tr is the corresponding relaxation time,
different from (and typically much larger than) the reaction time of individual drivers.
The constants C, γ are fitted to special situations (see [6]). A common choice is, for
example, γ = 0. This case has to be treated separately from γ > 0; see below. Initial
values xi(0) = x0

i , vi(0) = v0
i have to be described with v0

i ≥ 0 and x0
i+1 > x0

i .
Sometimes, a time lag is included in the equations to account for the reaction times
of the drivers.
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Macroscopic modeling of vehicular traffic started with the work of Whitham [21].
He considered the continuity equation for the density ρ, closing the equation by an
equilibrium assumption on the mean velocity v. The equation is

∂tρ+ ∂x(ρV (ρ)) = 0,

where V = V (ρ) describes the dependence of the velocity with respect to the density
for an equilibrium situation. An additional velocity equation has been introduced by
Payne [15] and Whitham [21] as an analogy to fluid dynamics. Recently Daganzo
[5] has pointed out some severe drawbacks of the Payne/Whitham-type models in
certain situations. In [2] Aw and Rascle did develop a new heuristic continuum model
avoiding these inconsistencies:

∂tρ+ ∂x(ρv) = 0,

∂t(ρv) + ∂x(ρv
2)− ρ2P ′(ρ)∂xv = A

ρ

Tr
[V (ρ)− v] ,

where P (ρ) is a given function describing the anticipation of road conditions in front
of the drivers, and P ′ denotes its derivative with respect to ρ. In [2], the authors
considered the case of the homogeneous system A = 0, but one can also consider in
particular the case A > 0; see [17] and also [8]. Using the new variable

w = v + P (ρ)

the model can be written in conservative form as follows:

∂tρ+ ∂x(ρv) = 0,

∂t(ρw) + ∂x(vρw) = A
ρ

Tr
[V (ρ)− v] .

Initial conditions have to be prescribed: ρ(x, 0) = ρ0(x) ≥ 0 and v(x, 0) = v0(x) ≥ 0.
We note that the coefficients in the above models can be prescribed in an a priori
way or derived from microscopic considerations. See, e.g., [11] for a derivation from
a kinetic traffic flow equation.

In the present paper we show how the Aw–Rascle model can be viewed as the
limit of a time discretization of a microscopic follow-the-leader model. In particular,
the macroscopic coefficient P = P (ρ) is determined from the microscopic model.
The paper is arranged in the following way: in section 2 microscopic follow-the-leader
models and the Aw–Rascle continuum model are considered in more details. In section
3 scaling limits of the microscopic equation are considered and the formal connection
between microscopic and macroscopic model is established. Section 4 contains the full
space-time discretization of both models and rigorous relations between the models.
Section 5 considers numerically the convergence of the discretized system towards the
conservation law in the limit of small time steps and large number of vehicles. We refer
to [17] for a related discussion. Finally, when finishing this paper, we received from J.
Greenberg—whom we thank—a very recent preprint [8], based on quite similar ideas;
see section 4.1 for some comments and a comparison of the results. We have also
learned about closely related ideas in [22]. Clearly, these kind of ideas are on the rise.

2. The models. In this section we discuss the microscopic and macroscopic
models in more detail.
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2.1. The microscopic model. We reconsider the microscopic equations (1.1)
with constant C = Cγ . We introduce a new variable, the distance between, say, the
tails of two vehicles following each other:

li = xi+1 − xi.

One obtains the system

ẋi = vi,

v̇i = Cγ
(vi+1 − vi)

lγ+1
i

+A
1

Tr
(V (ρi)− vi),

where the local “density around vehicle i” and its inverse (the local (normalized)
“specific volume”) are, respectively, defined by

ρi =
∆X

li
and τi =

1

ρi
=

li
∆X

.

Remark 1. The density is often defined as the number of cars per unit length;
here ν := 1/li, and therefore has the dimension of the inverse of a length. With
our definition, the density is already normalized, ρ = ν.∆X := ν/νm, and is there-
fore dimensionless, so that the maximal density is ρm = 1/τm = 1, when cars are
“nose to tail.” We will often write expressions like ρ/ρm or τ/τm to emphasize this
normalization.

Now define the constant Cγ by

Cγ = vref (∆X/ ρm)
γ = vref (∆X τm)

γ = vref∆X
γ ,

where vref > 0 is a reference velocity, and the coefficient (∆X τm)
γ allows us to

recognize in (1.1) the derivative of function P̃ (τ) defined below in (2.2). One obtains
the microscopic model

ẋi = vi,(2.1)

v̇i =
1

∆X
(vi+1 − vi)

vrefτ
γ
m

τγ+1
i

+A
1

Tr
(V (ρi)− vi) ,

where again τm = 1 with our definition. We have

l̇i = vi+1 − vi or τ̇i =
1

∆X
(vi+1 − vi).

Using the new variable

wi := vi + P̃ (τi) with P̃ (τi) :=

{
vref

γ ( τmτi )
γ , γ > 0,

−vref ln( τi
τm
), γ = 0,

(2.2)

we get

ẇi = A
1

Tr
(V (ρi)− vi) .

Altogether, one notices that (2.1) can be rewritten in the form

τ̇i =
1

∆X
(vi+1 − vi),(2.3)

ẇi = A
1

Tr
(V (ρi)− vi) .

The initial conditions are τi(0) = τ0
i > 0, vi(0) = v0

i ≥ 0.
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2.2. The macroscopic model. In conservative form, the macroscopic system
under consideration is given by the following equations:

∂tρ+ ∂xρv = 0,(2.4)

∂tρw + ∂xvρw = A
ρ

Tr
[V (ρ)− v] ,

where ρ is again defined as the (normalized) density, i.e., the (local) dimensionless
fraction of space occupied by the cars, and v denotes the macroscopic velocity of the
cars. Moreover, A = 0 in the case of the homogeneous model and A is a positive
constant, say A = 1, for the relaxed model, and

w = v + P (ρ).(2.5)

The hyperbolic part of the above system is written as

∂tρ+ ∂x(ρv) = 0,(2.6)

∂t(ρw) + ∂x(vρw) = 0.

In the following, we consider a special class of functions P (ρ) := P̃ (1/ρ), where P̃ is
defined in (2.2). In other words, for ρ > 0,

P (ρ) =




vref

γ

(
ρ
ρm

)γ

, γ > 0,

vref ln
(

ρ
ρm

)
, γ = 0,

(2.7)

where, as in the previous subsection, ρm = 1 and vref is a given reference velocity. The
function P is not a pressure. In fact, it is homogeneous to a velocity [11], [17]. In the
context of gas dynamics—completely irrelevant here; see [5], [2]—this pseudopressure
P would be homogeneous to the enthalpy, so that the exponent γ here plays the role
of the usual (γ − 1). In particular, the case γ = 0 here would correspond to the
isothermal case, with the same mathematical advantages and difficulties; e.g., one of
the Riemann invariants is unbounded near regions of local vacuum; see section 4.1.
To obtain a well-defined problem for the case with relaxation—A > 0—we choose
the function V = V (ρ), ρ > 0, such that

−P ′(ρ) ≤ V ′(ρ) ≤ 0(2.8)

is fulfilled for all ρ > 0. This is the so-called subcharacteristic condition; see, e.g., [21],
[3], [7]. A typical choice would be V (ρ) = −c (P (ρ) − P (ρm)), 0 ≤ c ≤ 1, and a
description of the equilibrium curve v = V (ρ) in the (w, v) plane is shown in Figure
2.1 (left) for the case γ > 0 and in Figure 2.2 (left) for γ = 0. Of particular interest
is the characteristic case, where the equality holds in one of the above inequalities.
More precisely, if γ > 0, we assume that

V ′(ρ) = −P ′(ρ) (resp., 0) for ρ ≤ ρ∗ (resp., ρ∗ ≤ ρ ≤ ρm),(2.9)

where ρ∗ is some positive intermediate value between ρ = 0 and the maximal value
ρm of ρ. The equilibrium curve is shown in Figure 2.1 (right); see [17].

In contrast, if γ = 0, then in the characteristic case we will assume that

V (ρ) = vm (resp., − P (ρ)) (resp., 0)(2.10)

for 0 ≤ ρ ≤ ρ∗ (resp., ρ∗ ≤ ρ ≤ ρ∗∗) (resp., ρ∗∗ ≤ ρ ≤ ρm),
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Fig. 2.1. Invariant region R and equilibrium curve v = V (ρ) for γ > 0, in the (w, z) = (w, v)
plane, in the subcharacteristic case (left) and in the characteristic case (right). In the first case, the
convexity of the equilibrium curve could be arbitrary.
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Fig. 2.2. Invariant region R and equilibrium curve v = V (ρ) for γ = 0, in the (w, v) plane, in
the subcharacteristic case (left) and in the characteristic case (right).

where ρ∗ and ρ∗∗ are two positive intermediate densities; see Figure 2.2 (right). In this
case γ = 0, Figure 2.3 shows examples of the same equilibrium curve and associated
bounded region (in the (ρ, ρ v) plane), which are invariant for the full system (2.4)
in the subcharacteristic case Figure 2.3 (left) and in the characteristic case Figure 2.3
(right).

Moreover, let τ := ρ−1 be the specific volume, and define the associated functions

P̃ (τ) = P

(
1

τ

)
, Ṽ (τ) = V

(
1

τ

)
, w = v + P̃ (τ).(2.11)

We note that

P̃ ′(τ) = −vrefτ
γ
m

τγ+1
, γ ≥ 0,

where P̃ ′ denotes the derivative of P̃ with respect to τ and, as in Remark 1, τm :=
ρ−1
m = 1. For ρ > 0 we have P̃ ′ < 0 and P̃ ′′ > 0. For ρ > 0, using the specific volume
τ , we now transform (2.4): we change the Eulerian coordinates (x, t) into Lagrangian
“mass” coordinates (X,T ) (see [4]) with

∂xX = ρ, ∂tX = −ρv, T = t

or

∂Xx = ρ−1 = τ, ∂Xt = 0, ∂Tx = v, ∂T t = 1.
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Fig. 2.3. Invariant region R and equilibrium curve v = V (ρ) for γ = 0, in the (ρ, ρ v) plane,
in the subcharacteristic case (left) and in the characteristic case (right).

Thus, X =
∫ x

ρ(y, t)dy is not a mass. In fact, it describes the total space occupied
by cars up to point x. We obtain

∂T τ − ∂Xv = 0,(2.12)

∂Tw = A
1

Tr
[V (ρ)− v] .

Since w = v + P̃ (τ), this is a hyperbolic system to the unknown functions w and τ ,
with relaxation term if A > 0. We add initial conditions τ0(x) > 0 and v0(x) ≥ 0.

We note that, as in the case of gas dynamics [20], even for weak (L∞) solutions,
this new system is equivalent to (2.4). This equivalence holds even in the vacuum case,
where the map x → X is not invertible, so that ∂Xx = τ contains a delta-function.
However, in this case one must admit for (2.12) a larger class of test-functions, which
is an additional difficulty. In the numerical schemes described below, each cell moves
between two trajectories, so that the total mass inside this cell remains constant.
Therefore in each nonvoid cell, the (usual) weak solutions to (2.4) and (2.12) are the
same.

3. Scaling and formal macroscopic limit of the microscopic equations.
According to (2.3) the microscopic system can be written as

τ̇i =
1

∆X
(vi+1 − vi),

ẇi = A
1

Tr
(V (ρi)− vi) ,

where wi = vi + P̃ (τi) is defined in (2.2). On the other hand, denoting time by t as
in Eulerian coordinates, the Lagrangian macroscopic system (2.12) is rewritten as

∂tτ = ∂Xv,

∂tw = A
1

Tr
[V (ρ)− v] ,

with again w = v+P̃ (τ). Clearly, (2.3) is at least a rough semidiscretization of (2.12).
Now let us introduce the scaling. Obviously a macroscopic description for traffic

flow is only valid if we consider a large number of vehicles on a long stretch of the
highway. Therefore we introduce a scaling such that the size of the domain under
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consideration goes to infinity, as well as the number of vehicles, whereas the length of
cars shrinks to 0.

In other words, we “make a zoom,” i.e., we introduce a small parameter ε, and we
multiply the space and time units by 1/ε; i.e., we shrink space and time coordinates
x and t to

x′ := ε x and t′ := ε t.

In particular, the length of a car is now ∆X ′ := ε.∆X.
Practically, the parameter ε is proportional to the inverse of the maximal possible

number of cars per (new) unit length. The space and time derivatives are multiplied
by ε. Similarly, since X is the primitive of ρ in x, it is replaced by X ′ := ε X,
and therefore the derivatives in X are also multiplied by ε. On the other hand, the
normalized density and specific volume are unchanged, as well as the velocity and the
other Riemann invariant w = v + P̃ (τ):

ρ′ = ρ , τ ′ = τ , v′ = v , w′ = w.

Dropping the primed notation for these unchanged dependent variables, system (2.12)
becomes

∂τ

∂t′
=

∂v

∂X ′ ,(3.1)

∂w

∂t′
= A

1

ε Tr
[V (ρ)− v] .

Now let us look at the microscopic system, with the same scaling. The only additional
modification is l′i = ε li, and the relation τi = li/∆X is preserved with the primed
variables. Again dropping the primes for the unchanged dependent variables, system
(2.3) becomes

dτi
dt′

=
1

∆X ′ (vi+1 − vi)(3.2)

dwi

dt′
=

A

ε Tr
(V (ρi)− vi) .

Now let us discuss the consequences of the above scaling on the equations. There are
two cases.

The homogeneous case A = 0. In this case, not surprisingly, the hyperbolic
system and the microscopic system remain unchanged with this self-similar scaling.
The only (important) difference is that in the new coordinates, the mesh size (see the
next section) ∆X ′ = ε∆X tends to 0 when the zoom parameter ε tends to 0.

Therefore, at least formally, the microscopic system “converges” to the macro-
scopic one when ε tends to 0. More precisely, in this homogeneous case A = 0, (3.2)
can be viewed as the natural semidiscretization of (3.1); see section 4—finer and finer
when ε tends to 0. Obviously, the scaling changes the initial data, see Remark 3
below.

The relaxed case A > 0. Then there are two possibilities. First, assume
that the positive constant A in front of the relaxation time depends nicely on some
macroscopic scale and is, in fact, proportional to ε. In other words, let us assume
that the relaxation time is comparable in size to the number of cars per (rescaled)
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unit length. We note that for numerical purposes, we do not really need to let ε
tend to 0, but we need only to consider a “small” ε, so that the semidiscretization
(3.2) is “fine enough”; see Remark 2 below. In this case, the conclusion is the same
as in the homogeneous case: the macroscopic system is at least the formal limit
of the microscopic one. Second, on the contrary, assume that this constant A is
unchanged in the scaling; then we formally end up with a scalar Lighthill–Whitham–
Richards-type equation, but then the limit we are considering is the limit (∆X ′,∆t′) =
(∆X,∆t) ε → (0, 0), with ∆X and ∆t constant.

Remark 2. The size of the physical quantities allows for various possibilities to
scale nicely the equations, with relatively small (but finite) values of ε, possibly with
different scaling constants in x and t. For instance, assume that the “old” units are
meter and second. Then, choose as “new” units (or reference length and time) 1500
m (or a mile) and 1 minute, with ∆X = 5 m. Then we rescale as follows:

x′ =
x

1500
, t′ =

t

60
.

On the other hand, a typical velocity is 90 km/h, i.e., 25 m/s, or 1500 m per mn, i.e.,
1 in the new units, which is perfect. Moreover, in these new units, the length of a car
is ∆X ′ = 5/1500 = 1/300, whereas a good time step in the time discretization, of the
same order as the reaction time of the drivers, would be ∆t = 1/5 second = 1/300
of the new time unit. Thus, in such a system of units, a typical (maximal?) velocity
is of order 1, as well as the maximal (normalized) density, whereas typical space and
time steps are of the order of 1/300 of the corresponding unit, subject of course to
the CFL condition; see the next section. On the other hand, the relaxation time is
typically found to be around 30 seconds, i.e., 0.5 in the new units; see, for example,
[12]. In such a scaling, the rescaled relaxation time, i.e., A

ε T , would still remain finite,
and therefore we would still be far away from the zero-relaxation limit, i.e., from the
Lighthill–Whitham–Richards model.

Remark 3. So far, we have not discussed the problem of the initial data. Let
us restrict ourselves to the homogeneous case A = 0, say, in Lagrangian coordinates.
(The discussion would be the same in Eulerian coordinates.) In this case, as we said,
the scaling preserves the system (2.12) (with A = 0), which we rewrite in the general
form

∂U

∂t′
+
∂F (U)

∂X ′ = 0,(3.3)

with U := Uε := (τε, wε). However, this scaling modifies the initial data, where there
are obviously (at least) two scales: the microscopic one, i.e., the length of a car (a
few meters), and the macroscopic one (say, one kilometer). Therefore, it is natural to
extend the microscopic initial data defined in section 2.1 and to assume, for instance,
that in rescaled Lagrangian coordinates the initial data are written as

Uε
0 (X

′) =
∑
j

U0
j χj(X

′),(3.4)

where the characteristic function χj satisfies χj(X
′) = 1 if and only if X ′ ∈ Ij :=

(X ′
j−1/2, X

′
j+1/2), with X ′

l := l∆X ′, and U0
j is the average value of a “macroscopic”

function U0 over the same interval.
When ε → 0, the initial data (3.4) provide initial numerical data to approximate

the solution of the initial value problem (3.3), (3.5), with

U(X ′, 0) = U0(X
′).(3.5)
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4. Rigorous relations between the microscopic and macroscopic equa-
tions. In this section microscopic and macroscopic discretizations are discussed as
well as different convergence results.

4.1. The discretized models. In this section we will show that a standard
explicit Euler discretization of the microscopic model is equivalent to the classical
Godunov scheme applied to the macroscopic model. Moreover, this discretization is
investigated in more detail.

The discretized microscopic model. We first introduce an explicit Euler time
discretization of the new microscopic model, (3.2), using the rescaled time step ∆t′.
With the above scaling we note that the new ∆t and ∆X tend to zero when ε tends
to 0, with a fixed ratio λ := ∆t/∆X. Neglecting the primed notation, i.e., writing ∆t
and ∆X instead of ∆t′ and ∆X ′, we obtain

τn+1
i = τni +

∆t

∆X
(vni+1 − vni ),(4.1)

with

vn+1
i = wn+1

i − P̃ (τn+1
i ),

and if A > 0, the relaxation is approximated by

wn+1
i = wn

i e
−A ∆t
εTr + (Ṽ (τn+1

i ) + P̃ (τn+1
i ))(1− e

−A ∆t
εT ),(4.2)

with ρni = 1/τ
n
i . Of course, (4.2) contains the homogeneous case—if A = 0, then

wn+1
i = wn

i .(4.3)

On the other hand, if A > 0, the relaxation term is correctly treated for ε small,
i.e., for small relaxation times, where the equations are becoming stiff. Now let us
discretize the macroscopic model.

The discretized macroscopic model. As above, we consider the macroscopic
model (3.1) in rescaled variables x′, t′, with corresponding steps ∆t′, ∆X ′, and we
again drop the primed notations. Then (3.1) is discretized using a splitting scheme
which treats separately the convection and the relaxation terms. Consider

∂tτ − ∂Xv = 0,(4.4)

∂tw = 0 if A = 0,

and

∂tw =
A

εT
[V (ρ)− v] if A �= 0.(4.5)

The most natural discretization to treat the convection part is the Godunov scheme.
The relaxation part is treated by the same time discretization as for the microscopic
model. Before writing Godunov’s method for the hyperbolic equation, we need a brief
description of the solution to the Riemann problem.

We consider the system (4.4), or the equivalent system (2.6) in Eulerian coordi-
nates. We recall that w = v + P̃ (τ). First, the eigenvalues of the system (4.4) are



268 A. AW, A. KLAR, T. MATERNE, AND M. RASCLE

λ1 = P̃ ′(τ) < 0 and λ2 = 0. The Riemann invariants are w and z := v. They satisfy,
for smooth solutions,

∂tv + λ1∂xv = 0, ∂tw + λ2∂xw = 0.

Now, since P̃ ′′(τ) > 0, it turns out that the first eigenvalue λ1 is genuinely nonlinear
(GNL), i.e., for all (w, v), ∂λ1/∂v �= 0. On the contrary, ∂λ2/∂w ≡ 0; i.e., λ2 = 0 is
linearly degenerate (LD), as for the original system (2.6) in Eulerian coordinates.

Now let us denote the left and right Riemann data by (wL, vL) and (wR, vR),
respectively. Since the first characteristic speed is genuinely nonlinear, a state (w, v)
can be connected on its left (in the (X,T ) plane) to (wL, vL), either by a backward
1-shock if v < vL, which corresponds to braking, or by a backward 1-rarefaction
(acceleration) wave if v > vL.

Moreover, see [2], these equivalent systems (2.6) and (4.4) are sometimes called
Temple systems [19]; see also [10]. Their shock curves and rarefaction curves coincide.
Therefore, even in the case of a shock, we have w = wL.

On the other hand, (w, v) can be connected on its right to (wR, vR) by a sta-
tionary 2-contact discontinuity v = vL. Hence, two states (wL, vL) and (wR, vR) can
be connected through a constant intermediate state (w0, v0), which is connected to
(wL, vL) by a 1-shock (braking) if vR < vL, or by a (continuous) 1-rarefaction wave
(acceleration) if vR > vL and to (wR, vR) by a 2-contact discontinuity. Moreover,
w, v are monotone functions of X/t for all values of this variable, whereas τ is only
monotone inside each elementary wave. In general, (w0, v0) := (wL, vR), so that we
can easily solve graphically the Riemann problem in the coordinates of Figure 2.1 or
2.2.

Proposition 1. We consider here the system (4.4), or the equivalent system
(2.6) in Eulerian coordinates, with the above data (wL, vL) and (wR, vR). Then we
have the following:

1. No local extremum of w or v is created for t > 0. Therefore, the total variation
in space of each Riemann invariant is nonincreasing in time. More precisely,

|f+ − f0|+ |f0 − f−| = |f+ − f−|, f := w or v.

2. In the case γ > 0, the density is nonnegative if and only if w−v = P (ρ) ≥ 0.
Consequently, the intermediate state is at vacuum if the cars in front are “too
fast” with respect to the following cars, namely, if

vR > wL = vL + P̃ (τL).

In this case, ρ = 1/τ = 0, v and w are not physically defined, but if we insist
and mathematically define, for instance, v0 = w0 = wL, then statement 1
remains true.

3. In the same case γ > 0, any region defined by the Riemann invariants

T := {0 ≤ v ≤ w ≤ wm = P (ρm)}
is bounded and invariant for the Riemann problem and corresponds to
bounded nonnegative densities and velocities. An example of such a region
is the triangle represented in Figure 2.1. Moreover, any rectangle

R := {(w, v); 0 ≤ wmin ≤ w ≤ wm = P (ρm) , 0 ≤ vmin ≤ v ≤ vmax}(4.6)

inside T also is invariant for the Riemann problem, away from vacuum if
wmin − vmax > 0.
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4. In the case γ = 0, vacuum corresponds to w = −∞. Therefore, any rectangle

R := {−∞ < wm ≤ w ≤ 0 ≤ v ≤ vm}(4.7)

is invariant for the Riemann problem and corresponds to bounded nonnegative
velocities and densities bounded from below by positive quantities.

Proof. Statements 2 and 3 are related to the case γ > 0, which has been studied
in detail in [2]. Statement 1 is then obvious, including if vacuum appears. Now, let
us consider the case γ = 0, which is often considered in the literature on microscopic
models; see, e.g., [16], [6]. In this case, it also is easy to check statement 4 again using
the relations w0 = w−, v0 = v+. So the proof is complete.

Remark 4. In the case γ = 0, when solving the Riemann problem, it is easy
to check that the maximal possible speed that cars can reach in an acceleration wave
emanating from (wL, vL) is infinite. Therefore, the cars behind can always catch up
with the cars in front of them, without having to reach the vacuum; compare the
numerical results in Figures 5.2 and 5.3 in section 5 below.

Now (4.4) is discretized using the Godunov method for the hyperbolic problem:
We introduce grids in time and mass coordinates with (rescaled) stepsize ∆t and ∆X
and grid points tn and Xi+1/2. Let f

n
i denote the approximation of the function

f(t,X) for X ∈ [Xi−1/2, Xi+1/2), t ∈ [tn, tn+1). Let λ =
∆t
∆X be the grid ratio.

In view of the above discussion, the Godunov method for system (4.4) is given by

wn+1
i = wn

i ,(4.8)

τn+1
i = τni + λ(vni+1/2 − vni−1/2)

= τni + λ(vni+1 − vni ).

And if A �= 0, the full discretization is then

τn+1
i = τni + λ(vni+1 − vni ),(4.9)

wn+1
i = wn

i e
−A ∆t
εTr + (V (ρn+1

i ) + P (ρn+1
i ))(1− e

−A ∆t
εTr ),

so that we recover exactly the above system (4.2) (or (4.1) when A = 0). We have
therefore shown the equivalence between the discretizations of the microscopic and
the macroscopic system.

By the way, in the macroscopic view of this scheme it will be clear in Theorem
4.1 below that the (sub)characteristic condition is necessary for the stability. This is
far from obvious in the microscopic interpretation.

Classically, the above numerical scheme consists of three successive steps, de-
scribed here in Lagrangian coordinates for nonvoid cells:

1. Starting from piecewise-constant data Un
i := (τ

n
i , w

n
i ) in each cell, solve the

Riemann problem for tn < t < tn+1 assuming that the CFL condition is
satisfied. Let Uh(X, t) := (τh, wh)(X, t) denote the corresponding solution.
In fact, the index h stands for the couple (∆X,∆t), and plays the role of the
scaling parameter ε in section 3. We note that the intermediate state Un

i+1/2

in the Riemann problem satisfies

wn
i+1/2 = wn

i+1/2, vni+1/2 = vni+1.(4.10)

2. At time tn+1, average this solution on each cell, i.e., solve (4.1). If A �= 0, let
us denote the average values of conservative variables by (τ

n+1/2
i , w

n+1/2
i ).
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3. If A �= 0, approximate the ordinary differential equation as above to obtain
(τn+1

i , wn+1
i ) from (4.9).

Again, the formulas would be the same in Eulerian coordinates, except that now the
cells xi−1/2, xi+1/2 would be moving with time. Since v

n
i+1/2 = vni+1, we refresh the

position by

xn+1
i+1/2 = xni+1/2 +∆tv

n
i+1.

Now let I(a, b) := [min(a, b),max(a, b)). Using Proposition 1 and standard ideas, we
obtain the first important result.

Theorem 4.1. We consider the above algorithm, under the CFL condition, as-
suming that if A �= 0, the (sub)characteristic condition is satisfied and that the initial
data lie in an invariant rectangle R, away from vacuum. Then we have the following.

1. We first assume that A = 0. Then, as in Proposition 1, in each Riemann
problem the total variation of wh is nonincreasing in time. Moreover, in
each cell wh remains constant: wh(x, t) ≡ wn

i . Consequently, vh and also
τh are monotone in each cell. Moreover, (wh(X, t), vh(X, t)) remains in the
invariant region R for tn ≤ t ≤ tn+1.

2. In step 2, w
n+1/2
i = wn

i . On the other hand, since in each cell wh is constant

and τh monotone, the average τ
n+1/2
i is in I(τni , τ

n
i+1/2). By monotonicity

the same result is true for the velocity. In fact,

v
n+1/2
i ∈ I(vni , v

n
i+1/2) = I(vni , v

n
i+1).

3. Finally, the invariant rectangle R also is invariant for the Godunov scheme.
Moreover the total variation of the Riemann invariants,

∑
j |fn

i+1 − fn
i |, f =

w or v, in space is still decreasing with respect to n. Since wh is constant
and vh monotone in each cell, the total variation in time of wh and of ṽh :
(x, t)→ vni +∆t(v

n+1
i − vni ) also is controlled from above.

4. On any time interval (tn, tn+1) the solution Uh satisfies the (discrete) en-
tropy inequality in the sense of Lax: for any convex entropy η(U) = η(τ, w)
associated with the entropy flux q(U), and for any n and j,

η(Un+1
j ) ≤ η(Un

j )− (∆t/∆X)(q(Un
j+1/2)− q(Un

j−1/2)).(4.11)

5. Now we consider the full problem, and we assume that the invariant rectangle
R is constructed as in Figure 2.1 or 2.2, e.g., in the subcharacteristic case its
upper left and lower right corner are at equilibrium. Then the region R also
is invariant by (2.12, 2) and by step 3, i.e., by (4.2). Moreover, under the
(sub)characteristic assumption, the sum of the total variations in space of the
Riemann invariants,

∑
j( |wn

j+1 − wn
j |+ |vnj+1 − vnj | ), is still nonincreasing

in time, and the other conclusions of (3) remain valid for (4.2). Consequently,
since the inverse function P̃−1 is Lipschitz (away from vacuum), the total
variation of τh also remains uniformly bounded in time.

Proof. Statements (1) to (3) exploit, in particular, the monotonicity of v between
vnj and v

n
j+1, which is obvious since wh is constant in each cell, so that there is only

one simple wave per cell. Note that v is not a conserved variable, so that an Eulerian
classical Godunov scheme the averaging step would not preserve the total variation
and the invariant regions.

Statement (4) is classical: on any time interval (tn, tn+1) the solution Uh is con-
structed by the Riemann problem and thus satisfies the entropy inequality in the sense
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of Lax [13]. Therefore, by the Jensen inequality, the new average values Un+1
j satisfy

(4.11).

Finally, besides the above-mentioned references, it is an exercise to show (5).
Indeed, in (4.9), compute the differences (wn+1

i+1 − wn+1
i ) and (vn+1

i+1 − vn+1
i ) in terms

of the previous values f
n+1/2
j , f = w or v, multiply each difference by its sign and

add them. Then use the (sub)characteristic assumption to show the result. In the
characteristic case (see [8]) we note that the evolution of w in each cell does not
depend on the other cells, so that the total variation of each Riemann invariant w
and v is nonincreasing in time, whereas in the subcharacteristic case (see [1], [14]) we
can only control the sum of these total variations.

4.2. Convergence results and hydrodynamic limit. There are three levels
of description: the fully discrete system (4.9), or (4.1), (4.3), the follow-the-leader
model (1.1), and the continuous system (4.4). In this section we discuss first the limit
from the fully discrete level (4.8) to the continuous macroscopic model. Moreover,
passing from the fully discrete level (4.8) to the semidiscrete one (1.1) and passing
from the latter to the continuous level (4.4) are considered.

With the above scaling, we state a first rigorous result of convergence of the
Godunov scheme when ε → 0; i.e., we state a result dealing with the limit of (4.8) to
(4.4) when the rescaled ∆t and ∆X tend to 0 with a fixed ratio λ, fulfilling the CFL
condition.

For simplicity, we consider the homogeneous case A = 0, away from vacuum, and
we state the result in rescaled Lagrangian coordinates, again dropping the primed
notations. However, our result also is valid for system (3.1), in rescaled variables, in
the (less realistic) case where A is proportional to ε, i.e., A0 ε instead of A. Similarly,
the result also is the same for the two corresponding systems in Eulerian coordinates.
Using the above and standard compactness results, as well as standard results to
control the error in the projection steps, we obtain the following theorem.

Theorem 4.2. Let us consider the rescaled initial data (3.5), and assume that the
associated Riemann invariants w0 and v0 are bounded, have a bounded total variation,
and lie in an invariant rectangle R, away from vacuum.

Then, using the piecewise-constant initial data (3.4) as initial data for this scheme,
at least a subsequence Uh := (wh, τh) produced by the numerical scheme (4.1) converges
to a weak entropy solution to the initial value problem (3.3), (3.5) as the rescaled ∆t
and ∆X tend to 0 with a fixed ratio λ, fulfilling the CFL condition, as the zoom
parameter ε → 0.

The above result deals with passing directly from (4.8) to (4.4). It strongly
suggests studying the two other natural limits: passing from the fully discrete level
(4.8) to the semidiscrete one (1.1), and passing from the latter to the continuous level
(4.4). Again we restrict ourselves to the case A = 0, away from vacuum.

Theorem 4.3. Under the above assumptions, i.e., A = 0, and the initial data
lie in an invariant rectangle R, away from vacuum, we consider in Lagrangian co-
ordinates the values Un

i := (τni , w
n
i ) constructed by (4.8) or (4.1), (4.3), but now we

rescale only the time step. Therefore the rescaled time step ∆t vanishes, with a fixed
space mesh size ∆X.

Moreover, we assume that the initial data are constant for X large enough, so
that there is a “first” car. Then we have the following:

1. The IVP for the (infinite) follow-the-leader system (1.1) (with A = 0) has a
unique solution U(t) defined at least locally in time. Its natural first order
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approximation (4.1), (4.3) is stable and consistent, and therefore the whole
sequence is convergent for any fixed ∆X.

2. The values Un
i stay in the invariant bounded region R and satisfy the uniform

BV-estimates as in Theorem 4.1. Consequently, the solution U of (1.1) is
globally defined and satisfies the same uniform estimates.

3. Moreover, set Ui := (τi, wi) and let Fi+1/2 := G(Ui, Ui+1) := F (Ui+1/2) =

F (Ui+1) := (vi+1(t), 0) = (wi+1 − P̃ (τi+1), 0) denote the (well-defined)
Godunov flux at the interface X = Xi+1/2. This nonlinear relation is pre-
served in the limit ∆t → 0: for all t ≥ 0, Fi+1/2(t) := G(Ui(t), Ui+1(t)) =
(vi+1, 0) = F (Ui+1(t)). Finally (1.1) is the semidiscretization of (4.4): for
any t ≥ 0,

dUi

dt
(t) = −(∆X)−1 (Fi+1/2(t)− Fi−1/2(t)).(4.12)

Proof. The first part of this result can be adapted from standard textbooks (see,
e.g., [18]) to the case of infinite-dimensional systems of ordinary differential equations,
here with the l∞ norm. The other results use the discrete BV estimates (in space
and in time) inherited from the Godunov scheme.

Now, define Uh(X, t) :=
∑

j (τi(t), wi(t)) χi(X), where χ is defined as in (3.4).
We have the following theorem.

Theorem 4.4. Under the same assumptions as in Theorem 4.3, consider the
IVP for the follow-the-leader system (1.1) (with A = 0), and let ∆X tend to 0. Then
at least a subsequence of the sequence Uh converges boundedly almost everywhere to
an entropy weak solution U := (τ, w) to the macroscopic system, (4.4) for any smooth
φ(X, t) with compact support,

∫ +∞

0

∑
i

∫
Ii

[ U(X, t) ∂tφ(X, t) + F (U(X, t)) ∂Xφ(X, t)] dX dt

+
∑
i

∫
Ii

U0(X) φ(X, 0)dX := A+B +D = 0,(4.13)

and similarly the entropy inequality in the sense of Lax holds for any convex entropy.
Proof. Multiply (4.12) by an arbitrary test-function φ(X, t), make a (discrete)

integration by parts in X and t, and let ∆X tend to 0. We obtain, for any smooth
function φ(X, t) with compact support contained in [−L,L]x[0, T ],
∫ +∞

0

∑
i

∫
Ii

[ Ui(t)∂tφ(X, t) + (∆X
−1)Fi+1/2(t)(φ(X +∆X, t)− φ(X, t))]dXdt

+
∑
i

∫
Ij

Ui(0)φ(X, 0)dX := Ah +Bh +Dh = 0.

(4.14)

By compactness, Ah andDh, respectively, tend toA andD when h → 0. As toBh,
with an obvious first order Taylor expansion, we see that for any φ, |Bh−Eh| ≤ C ∆X,
where

Eh :=

∫ +∞

0

∑
i

∫
Ii

Fi+1/2(t)∂Xφ(X, t)dXdt,
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and C depends on the L∞ norm of F (U) and on L T ||∂2
Xφ||∞.

Now (see Theorem 4.3), Fi+1/2(t) = F (Ui+1(t)), and F is Lipschitz continuous.
Therefore, adding and subtracting F (Ui(t)), we obtain |Eh −Gh| ≤ C ′ ∆X, where

Gh :=

∫ +∞

0

∑
i

∫
Ii

F (Ui(t))∂Xφ(X, t)dXdt =

∫ +∞

0

∫
�

F (Uh)(X, t)∂Xφ(X, t)dXdt

and |C ′| ≤ T ||∂Xφ||∞. ||F ′||∞. supt{
∑

i |Ui+1(t)− Ui(t)|}.
Finally, by compactness, Gh tends to B when ∆X → 0, which shows that U

is a weak solution of (4.4). We would establish the entropy inequality in a similar
way. First, when ∆t → 0 as in Theorem 4.3, the fully discrete entropy inequality
(4.11) is preserved at the limit and provides the semidiscrete entropy inequality, i.e.,
a relation similar to (4.14), with U , F (U), and the equality sign, respectively, replaced
by η(U), q(U), and the same inequality sign as in (4.11), which implies the Lax entropy
inequality by compactness as ∆X → 0.

Remark 5. In other words, at least in the homogeneous case A = 0, and away
from vacuum, we have shown that the macroscopic system is the limit of a large
number of vehicles on a long stretch of a highway and a large time scale of the same
order. For a study of more general cases, we refer to [1]. We note, by the way, that
in this limit situation the time lag mentioned in the introduction vanishes.

In contrast, in the relaxed case A > 0, with a fixed constant A, we have to study
the limit of (4.1) and (4.2) when the three parameters ∆t, ∆X, and ε tend to 0
together, with fixed ratios, and, of course, satisfy the CFL condition. So far, we have
not studied this limit.

Remark 6. In terms of modeling, here we explicitly relate the semidiscretization
of the macroscopic system to the microscopic system (1.1) directly, i.e., without any
intermediate kinetic description. Although we already mentioned the derivation of
(2.4) from kinetic models [11], our direct derivation is conceptually important: just
imagine a similar result in gas dynamics! For the relation between weak solutions in
Eulerian and Lagrangian mass coordinates, we again refer to [20]. Finally, we have
also learned very recently of a preprint [22] with exactly the same formal derivation
of the same model.

5. Numerical methods and examples. For numerical investigations we con-
sider the equations in Eulerian and Lagrangian form. The time discretized microscopic
equations (4.1), (4.2) or, equivalently, the Godunov method in Lagrangian coordinates
(4.9) can be viewed as a particle method for the conservation law. Computing

τn+1
i = τni + λ(vni+1 − vni ),(5.1)

wn+1
i = wn

i e
−∆t

T (ρ
n+1
i

) + (V (ρn+1
i ) + P (ρn+1

i ))(1− e
−∆t

T (ρ
n+1
i

) ),

one obtains the location of the vehicles as follows:

xn+1
i = xni +∆tv

n
i .(5.2)

The density in Eulerian coordinates at the point xi is then given by the interpolation
ρi =

∆x
xi+1−xi

. For discretization steps ∆t and ∆X tending to 0, one obtains an

approximation of the conservation law (2.4) in Eulerian coordinates. From the particle
point of view this means that we have to increase the number of vehicles to obtain the
desired approximation of the conservation law. However, one could as well use any
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other methods to resolve the limiting conservation law in Eulerian coordinates. For
example, any second order shock capturing scheme could be used for the macroscopic
equations (2.4). Using such a scheme will lead to the same results as the solution of
the above discrete equations with a large number of vehicles. We use a relaxation
method as developed in [9]. The method is adapted to include the relaxation term on
the right-hand side of (2.4). This can be done in a straightforward way that preserves
the second order approximation.

In the following we will compare the microscopic particle approach and the above
second order scheme using two test problems.

In all cases the equilibrium velocity V = V (ρ) is chosen as a function fitting to
experimental data:

V (ρ) = U

(
ρ

ρm

)

with

U(ρ) = vm

π
2 + arctan(11

ρ−0.22
ρ−1 )

π
2 + arctan(11 · 0.22)

,

where ρm is the maximal density and vm is the maximal velocity. The function
P (ρ) is chosen by setting γ = 0 and γ = 1, i.e., m2 = 1 and m2 = 2, respectively.
In order to fulfill the subcharacteristic condition (2.8), we choose the function P
as P (ρ) = 2ln(ρ/ρm) and P (ρ) = 6ρ/ρm. The first test problem is the following:
We consider normalized quantities with maximal speed vm equal to 1 and maximal
density ρm equal to 1. From the macroscopic point of view we consider a Riemann
problem with left and right states given by ρL = 0.05, ρLvL = 0.0025, vL = 0.05, and
ρR = 0.05, ρRvR = 0.025, vR = 0.5. The discontinuity is located at x = 0. Note that
vR > wL = vL + P (ρL). Thus, vacuum states appear during the evolution for the
continuous conservation law for γ = 1; see [2].

The discretization size is chosen as ∆x = ∆X = 1
40 . This leads to an initial

number of cars equal to 800. They are initially distributed equally, spaced with the
velocities 0.05 or 0.5, respectively. The time step is chosen according to the CFL
condition.

Figure 5.1 shows density ρ and flux q = ρu at a fixed time for the particle and
second order methods for γ = 1 without the relaxation term. Figure 5.2 shows the
same for γ = 0. Figure 5.3 shows the evolution for γ = 1 with the relaxation term,
where V and T are given by V (ρ) = U(ρ) and T (ρ) = constant = 20. Figure 5.4
shows the same for γ = 0.

Finally, Figure 5.5 shows the results of our second test case, which is a more
complicated situation: The evolution at a bottleneck at x = 0 is simulated. The
number of lanes is reduced from three to two. This is achieved by setting the maximal
density equal to the number of lanes. This means that the fundamental diagram is
given by V (ρ) = U( ρ

ρm
), where inside the bottleneck the maximal density ρm is

reduced from 3 to 2. The boundary data on the left-hand side are chosen such that
the flux in the three-lane region is slightly above the maximal possible flux in the two-
lane region which creates the traffic jam. ∆X and ∆x are chosen as 1

4 , which yields
a number of cars around 5000 during the evolution. Figure 5.5 shows the evolution
for the microscopic particle method at different times. In particular, the development
of a traffic jam is observed in the figure. Identical results are obtained if the second
order method for the Eulerian equations is used.
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Fig. 5.1. Time development of density and flux computed by the particle method and the second
order method for γ = 1 without the relaxation term.
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Fig. 5.2. Time development of density and flux computed by the particle method and the second
order method for γ = 0 without the relaxation term.
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Fig. 5.3. Time development of density and flux computed by the particle method and the second
order method for γ = 1 with the relaxation term.
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Fig. 5.4. Time development of density and flux computed by the particle method and the second
order method for γ = 0 with the relaxation term.
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Fig. 5.5. Time development of density, velocity, and flux. Lane drop from 3 to 2 lanes at x = 0
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