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1 Optimization over Convex Cones

We consider the following optimization problem in the non-nagative cone:

Minimize f(x)

Subject To x ≥ 0 (or free).
(1)

where we have f(x) = 1
2‖Ax− b‖2 for some given data matrix A ∈ Rm×n and b ∈ Rm. When n > m, the

optimal solution may not unique so that we aim to find the sparsest optimal solution.

One approach is called LASSO [8]:

Minimize f(x) + µ‖x‖1
Subject To x ≥ 0 (or free).

(2)

This remains a convex optimization for any given µ.

Recently, a class of “Folded Nonconvex Regularization/Penalty” functions have been introduced to

replace P (x) = ‖x‖1. For example, the Lp quasi norm function with p = 1/2, that is, P (x) = ‖x‖1/21/2 =∑
j |xj |1/2, and many others in ([6, 1, 3, 5] and references therein).

2 KKT Solution Structures

Question 1: Write down the first-order KKT conditions. Note that the function is not differentiable when

xj = 0, but it must satisfy the classical first-order KKT conditions at xj 6= 0.

Question 2: Write down the second-order KKT conditions. Note that the function is not differentiable

when xj = 0, but it must satisfy the classical second-order KKT conditions at xj 6= 0.
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Compare your results to those in [2].

3 Computational Experiments

Question 3: Implement any first-order and/or second-order algorithms on solving randomly generated test

data, or other benchmark problems that you may find, and compare results among LASSO and different

concave penalty functions.

4 Theoretical and Statistical Analyses

Question 4: There are some analyses on the performance and solution qualities of using the concave

penalties, see [7, 5]. Read the two papers and understanding their findings. Furthermore, any improved

results and new findings could be made?

5 Extensions over SDP Cone

We consider the regression problems over SDP cone:

Minimize 1
2‖AX − b‖2

Subject To X � 0,
(3)

where

AX =


A1 •X

...

Am •X


for given data matrices Ai ∈ Sn, i = 1, ...,m, and b ∈ Rm. In many applications, we like to find a lowest

rank solution matrix for the SDP regression, similar to find a sparsest solution to the linear regression. There

has been a analog concave penalty P (X), called matrix Schatten quasi-norm (see, e.g., [4]), was introduced

and analyzed:

Minimize 1
2‖AX − b‖2 + µP (X)

Subject To X � 0,

Question 5: Do computational tests with few anchors and a few sensor points for solving Sensor Network

Localization. Does the addition of the penalty help? Can you find other more effective concave penalty

functions?
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