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Now that we have constructed an integral with respect to Brownian trajectories, we need an
associated differential calculus.

1 1Ito’s formula for the Brownian motion

If (B;)¢>0 is an (F;)i>0-BM and @ : R — R is C? then for any T’ > 0,

T T
1
®(Br) = ®(By) +/ ' (By)dB; + 5/ ®"(By;)dt, almost surely.
0 0
We rewrite this under the short-hand notation
1
d®(B;) = ®'(B;)dB; + 5(1)”(Bt)dt.

We will call d®(By) the stochastic differential of ®(By).

2 Ito process

An Tto process is a process (X;):>¢ which writes under the form

T T
VT > 0, Xr=Xo+ / Kdt + / HdB;, almost surely,
0 0

with:

¢ Xy Fp-measurable;

* (K¢)>0 progressively measurable and such that fOT |K¢|dt < oo, a.s., forall T > 0;

* (H¢)e>0 progressively measurable and such that fOT H2dt < oo, ass., forall T > 0.
We use the stochastic differential notation d X; = K;dt + H;dB;.

An Ito process is adapted and a.s. continuous.

We want to prove that the decomposition of an Ito process into a stochastic integral and an
absolutely continuous part is unique. The first step of the argument is given by the following
statement.

Lemme 2.1 (Quadratic variation). Let (X;)¢>0 be an Ito process. Then, for any T > 0,

n—1 T
lim Z(Xti ~ X )= / Hidt, in probability,
0

0
loll—0

with o = (to, ..., t,) a subdivision of [0, T)].

Corollary 2.2 (Uniqueness of the decomposition of an Ito process). If there are X{, (K{)i>0 and
(H})i>0 such that

T T T T
vT > 0, Xo + / K dt —1—/ HidB; = X, —1—/ Kjdt +/ HdBy, almost surely,
0 0 0 0

then Xo = X{, a.s., and K; = K|, H, = H], P @ dt-a.e.
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Proof. For X, X, just take T' = 0. Then the lemma above allows to identify H; and Hj, which
finally yields the identification of K; and K. O

From this corollary there is now no ambiguity in defining the quadratic variation of (X)¢>¢
as the process ((X);):>0 defined by
T
VI >0, (X)p= / HZdt.
0
The BM (B;):>0 is an Ito process with quadratic variation (B); = ¢. Any absolutely continu-
ous process X; = X + fot Kds is an Ito process with quadratic variation (X); = 0.

Theorem 2.3 (Ito’s formula for Ito processes). For any C? function ® : R — R, d®(X;) =
'(X,)dX, + 307 (Xy)d(X)e.

Application: the Geometric Brownian motion.

Proposition 2.4 (Lévy’s characterisation of the BM). If (H;):>0 is progressively measurable and
Ht2 =1, P®dt-a.e., then X; := fg H.d By is a Brownian motion.

This is in fact a particular case of the following statement.

Theorem 2.5 (Dambis—Dubins—Schwarz). If (H;)i>0 € Ajoc then there exists a Brownian motion
(/87’)720 such that

t
VT > 0, X = / HydB; = B(X% = /BfOtH?ds'
0 S

It is useful when you want to study trajectories of the stochastic integral: they are time-changes
of Brownian trajectories.

3 Multidimensional Ito’s formula

We now take d independent (F;);>0-BM B L. .., B% Antd process now writes

d
dX;, = Kdt + Y HfdB}.

k=1
The extension of Lemma 2.1 then writes
n—1 d T
Hli”m Xy - X, )P =D / (HF)?dt,  in probability.
o||—0 £ 0
=0 k=1

This allows to show again that if dX; = K/dt + >%_, H/*dBF then K; = K| and for all k,
Hf = H*, P ® dt-a.e., and also to define

d T
(X)r = (Hf)?dt.

By polarisation, for arbitrary Ito processes X, X', we then have

d T n—1
XX =S /0 HEHkdt = ” ;iHrgO > (Xy, — Xp,,)(X{, = X{, ,), in probability.
k=1 =0



Theorem 3.1 (Multidimensional Ito’s formula). Let X', ..., X" be Ité processes and ® : R™ —
R be C2. Then, with X; = (X}, ..., X]),

" 00 1\ 0% -
dd(Xy) = F(Xt)dXé +5 > f(Xt)(MXZ,X]%,
i=1 " i,j=1

Particular case of time-dependent ®.
Applications: integration by parts; recurrence and transience of the BM is dimension d > 2.
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