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Abstract

We study the one dimensional scalar conservation law ∂tu(t, x) = νDαu(t, x)−
∂xA(u(t, x)) with fractional viscosity operator Dαv(x) = F−1

(

|ξ|αF(v)(ξ)
)

(x)

when u(0, x) is the cumulative distribution function of a signed measure on
IR. We associate a nonlinear martingale problem with the Fokker-Planck
equation obtained by spatial differentiation of the conservation law. After
checking uniqueness for both the conservation law and the martingale prob-
lem, we prove existence thanks to a propagation of chaos result for systems of
interacting particles with fixed intensity of jumps related to ν. The empirical
cumulative distribution functions of the particles converge to the solution of
the conservation law. Finally, when the intensity of jumps vanishes (ν → 0) as
the number of particles tends to +∞, we obtain that the empirical cumulative
distribution functions converge to the unique entropy solution of the inviscid
(ν = 0) conservation law.

Introduction

Let α ∈ (1, 2) and Dα denote the symmetric fractional derivative (fractional Lapla-
cian) of order α on IR, that is an operator defined either via the Fourier transform
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F :

Dαv(x) = F−1
(

|ξ|αF(v)(ξ)
)

(x), (0.1)

or, equivalently, by its singular integral representation:

Dαv(x) = K
∫

IR

(

v(x+ y) − v(x) − 1{|y|≤1}v
′(x)y

) dy

|y|1+α
(0.2)

= K
∫

|y|>1
(v(x + y) − v(x))

dy

|y|1+α
+K

∫

|y|≤1

∫ 1

0
v′′(x+ zy)(1 − z) dz

dy

|y|α−1
(0.3)

for a suitable positive constant K.

We are interested in the initial-value problem for the following one-dimensional
scalar conservation law with fractional viscosity:

∂tu(t, x) = νDαu(t, x) − ∂xA(u(t, x)), (0.4)

u(0, x) = u0(x), (0.5)

where (t, x) ∈ IR+ × IR, ν > 0, and A : IR → IR is a C1-function. Equations of this
type appear in the study of growing interfaces in the presence of selfsimilar hopping
surface diffusion [14], and existence and uniqueness results for them, as well as their
selfsimilar asymptotics and critical nonlinearities were found via analytic tools in
[2].

We will call the above equation fractional conservation law. The initial condi-
tion u0 is assumed to be a nonconstant function with bounded variation on IR. In
other words, dx-a.e. on IR,

u0(x) = c +
∫ x

−∞
m(dy) = c+H ∗m(x)

with c ∈ IR, m being a nonzero, bounded signed measure on IR, and H(y) denoting
the unit step function 1{y≥0}.

More precisely, we consider bounded weak solutions u of equation (0.4) such
that, for any C∞-function ψ with compact support on IR+ × IR, and for any t ≥ 0,

∫

IR
ψ(t, x)u(t, x)dx =

∫

IR
ψ(0, x)u0(x)dx (0.6)

+
∫ t

0

∫

IR

(

u(∂sψ + νDαψ) + A(u)∂xψ
)

(s, x)dxds.

Let ‖m‖ denote the total mass of measure m. Observe that u(t, x) is a bounded
weak solution of conservation law (0.4) if and only if function (u(t, x) − c)/‖m‖
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is a bounded weak solution of the same conservation law with A( . ) replaced by
A(c+ ‖m‖ . )/‖m‖ and initial condition v0(x) = H ∗m(x)/‖m‖. Therefore, without
loss of generality, from now onwards we will assume that

c = 0, and ‖m‖ = 1.

With this standing assumption, the total variation |m| of measure m is a probability
measure on IR. Denote by h : IR → {−1, 1} a density of m with respect to |m|.

To give a probabilistic interpretation to the fractional conservation law (0.4),
we will use an approach introduced in [3] [4] for the viscous Burgers equation (α = 2,
A(u) = u2/2) and generalized in [9] to any C1 function A (but still for α = 2) : we
deduce from (0.4) that gradient v(t, x) = ∂xu(t, x) satisfies evolution equation

∂tv = νDαv − ∂x

(

A′(H ∗ v)v
)

, v(0, .) = m. (0.7)

If m is a probability measure on IR, this equation is a nonlinear Fokker-Planck
equation. The case of a general signed measure can be dealt with using the following
approach developed in [9] to associate a nonlinear martingale problem with (0.7).

Let P and (Xt)t≥0 denote, respectively, the space of probability measures and
the canonical process on the space D(IR+, IR) of càdlàg functions from IR+ to IR
endowed with the Skorokhod topology. We associate with each probability measure
P ∈ P a signed measure P̃ with density h(X0) with respect to P and denote,
respectively, by (Pt)t≥0 and (P̃t)t≥0, the flows of time-marginals of measures P and
P̃ . This way, for any B ∈ B(IR),

P̃t(B) = IEP (h(X0)1B(Xt)) .

Definition 0.1 We say that P ∈ P solves the nonlinear martingale problem (MP)
if:

1. P0 = |m|;

2. For any ϕ(t, x) in the space C1,2
b (IR+× IR) of functions which are continuously

differentiable with respect to t and twice continuously differentiable with re-
spect to x, and bounded together with their derivatives,

Mϕ
t ≡ ϕ(t, Xt) − ϕ(0, X0) −

∫ t

0

(

∂sϕ+ νDαϕ+ A′(H ∗ P̃s(Xs))∂xϕ
)

(s,Xs)ds

is a P -martingale.
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When P solves this problem, h(X0)M
ϕ
t is a P -martingale. Writing the constancy

of the expectation of this martingale, one obtains that t → P̃t is a weak solution of
(0.7).

The paper is organized as follows: in Section 1, we establish existence and
uniqueness for martingale problems with linear generators belonging to a class which
includes the generators of the particle systems that we study later in the paper.
In Section 2, we first check that the cumulative distribution functions of the signed
marginals P̃t associated with any solution P of problem (MP) provide a bounded
weak solution of the fractional conservation law (0.4). Since t → P̃t is a weak solu-
tion of equation (0.7) obtained by spatial differentiation of (0.4), this result is not
surprising. Then we prove uniqueness of bounded weak solutions of (0.4) and derive
uniqueness for problem (MP).
Section 3 is devoted to the convergence of systems of particles with jumps as the
number of particles tends to +∞. We first suppose that the intensity of jumps is
constant and obtain existence for problem (MP) and therefore for (0.4) by proving
a propagation of chaos result. As a consequence, the weighted empirical cumulative
distribution functions of the particles converge to the solution of the fractional con-
servation law (0.4). Finally, we assume that the intensity of jumps vanishes (ν → 0)
as the number of particles tends to +∞ : we then prove that the empirical cumu-
lative distribution functions converge to the unique entropy solution of the inviscid
(ν = 0) conservation law (0.4). This last result can be related to [7] which is devoted
to the convergence of the solution of the fractional conservation law to the unique
entropy solution of the inviscid conservation law as ν → 0 in arbitrary space dimen-
sion D. More precisely, when the initial condition has bounded variation like the
functions u0 considered in the present paper, for any T > 0, the rate of convergence
in C([0, T ], L1

loc(IR
D)) is proved to be O(ν1/α).

In [8], we construct probabilistic approximations for evolution equations in-
volving the fractional Laplacian and a singular nonlinear operator of order similar
to that of the term −∂x((H ∗ v)v) appearing in (0.7) in the case A(u) = u2/2. The
setting is d-dimensional, the Heaviside kernel H is replaced by a kernel b : IRd → IRd

such that, for some C > 0 and 0 < β < +∞, and each x ∈ IRd, |b(x)| ≤ C|x|β−d,
and the initial measure m is assumed to be absolutely continuous with respect to
the Lebesgue measure with a density belonging to Lp(IRd), where p > 1 is related
to d, β and α. In [8], the study of the evolution equation of interest is based on
the introduction of Lipschitz continuous and bounded cutoff versions of kernel b.
In addition, the particles interact through these cutoff kernels. Here the approach
is different : since the Heaviside kernel H is discontinuous but not singular at the
origin, the cutoff procedure is not needed and are able to deal directly with general
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signed measures m. In the proof of the vanishing viscosity limit result it is important
to consider particles interacting through the original kernel H.

We conclude the introduction by recalling some useful properties of the semi-
group generated by the fractional Laplacian. Denote by pα

t the convolution kernel
of the Lévy semigroup exp(tDα) on IR. The kernel is selfsimilar, that is, for any
positive t,

pα
t (x) = t−1/αpα

1 (xt−1/α).

Moreover, there exists a constant Cα > 0 (see, e.g., [1], Lemma 5.3.) such that

0 ≤ pα
1 (x) ≤ Cα

1 + |x|1+α
; |∂xp

α
1 (x)| ≤ Cα|x|α

(1 + |x|1+α)2
.

If, for n ≥ 1 and t ≥ 0, we introduce product kernels

Gα,n
t : IRn 3 y = (y1, . . . , yn) 7→

n
∏

i=1

pα
t (yi),

then Gα,1
t (y) = pα

t (y), and the above properties of pα
t immediately yield the following

estimates for Gα,n
t :

Lemma 0.2 For any q, 1 ≤ q ≤ +∞, there is a constant C > 0 (depending on n,
ν, α, and q) such that, for each t > 0, and i = 1, . . . , n,

‖Gα,n
νt ‖q ≤ Ct−n(q−1)/(αq), and ‖∂iG

α,n
νt ‖q ≤ Ct−(n(q−1)+q)/(αq).

Here ∂i denotes the derivative with respect to the i-th spatial coordinate and ‖ . ‖q

stands for the usual Lebesgue space Lq.

1 Existence and uniqueness for a class

of n-dimensional martingale problems

To construct particle systems whose empirical distributions approximate solutions
of the fractional conservation law (0.4) we will initially prove the existence and
uniqueness results for a class of martingale problems.

Let Pn and (Yt = (Y 1
t , . . . , Y

n
t ))t≥0 denote, respectively, the set of probability

measures and the canonical process on D(IR+, IR
n).
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Definition 1.1 Let b : IR+ × IRn 7→ IRn be a bounded measurable function and
η ∈ P(IRn). We say that Q ∈ Pn solves the martingale problem with generator
ν
∑n

i=1D
α
i + b · ∇ starting from η if the initial marginal Q0 of Q is equal to η and,

for any ϕ ∈ C1,2
b (IR+ × IRn),

Mϕ
t = ϕ(t, Yt) − ϕ(0, Y0) −

∫ t

0

(

∂sϕ+ ν
n
∑

i=1

Dα
i ϕ+ b · ∇ϕ

)

(s, Ys)ds

is a Q martingale. Here, ∇ and Dα
i denote, respectively, the gradient with respect to

the n spatial coordinates, and the symmetric fractional derivative of order α acting
on the i-th spatial coordinate.

Proposition 1.2 For any bounded measurable function b = (b1, . . . , bn) : IR+ ×
IRn 7→ IRn and any probability measure η on IRn, the martingale problem with gen-
erator ν

∑n
i=1D

α
i + b · ∇ starting from η admits a unique solution Q ∈ Pn. Addi-

tionally, for any t > 0, the marginal Qt has a density ρt with respect to the Lebesgue
measure on IRn satisfying

dy a.e. in IRn, ρt(y) = Gα,n
νt ∗ η(y) −

n
∑

i=1

∫ t

0
∂iG

α,n
ν(t−s) ∗ (bi(s, . )ρs)(y) ds. (1.1)

Remark: Since we do not assume any regularity of the drift coefficient b in
the spatial variable, existence and uniqueness for the martingale problem cannot
be proved by checking existence and trajectorial uniqueness for the corresponding
stochastic differential equation. Moreover, the Lévy measure

K
n
∑

i=1

dyi

|yi|1+α
δ(0,0,...,0)(dy1, . . . , dyi−1, dyi+1, . . . dyn)

corresponding to the operator
∑n

i=1D
α
i is concentrated on the coordinate axes. Be-

cause of this singular feature, the general existence results given in the literature
[12] do not apply to the generator ν

∑n
i=1D

α
i ϕ+ b · ∇.

Proof of Proposition 1.2: Existence : To prove existence we regularize the
drift by setting, for each ε ∈ (0, 1],

bε(t, y) =
∫

IRn b(t, y − εz)
e−|z|2/2

(2π)n/2
dz.

Function bε is bounded by a constant independent of ε, and Lipschitz continuous
with respect to the spatial variables with constant Cε. Let now Z0 = (Z1

0 , . . . , Z
n
0 )
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be a random variable with law η and (St = (S1
t , . . . , S

n
t ))t≥0 an independent process

whose coordinates are independent one-dimensional symmetric stable processes with
index α, both defined on a probability space (Ω,F , IP). The properties of bε imply
existence and trajectorial uniqueness for the stochastic differential equation

Zε
t = Z0 + ν1/αSt +

∫ t

0
bε(s, Zε

s) ds (1.2)

Let Qε ∈ Pn denote the law of the process Zε. Since bε is bounded, uniformly in ε,
the family {Qε, ε ∈ (0, 1]} is tight. Let now (εk)k∈IN∗ be a sequence converging to 0
and such that Qεk converges weakly to some Q ∈ Pn. Since, for any k, the initial
marginal of Qεk is equal to η, so is the initial marginal of Q. We are going to check
that, for ϕ ∈ C1,2

b (IR+ × IRn), Mϕ
t is a Q martingale. To accomplish this we need

uniform in ε estimates of the densities of the marginals Qε
t.

For t > 0, and φ a C∞-function with compact support on IRn, function
ϕ(s, y) = Gα,n

ν(t−s) ∗ φ(y) solves equation ∂sϕ + ν
∑n

i=1D
α
i ϕ = 0 on [0, t] × IRn. Con-

sequently, computing ϕ(s, Zε
s) by Itô’s formula, one checks that

(

ϕ(s, Ys) − ϕ(0, Y0) −
∫ s

0
bε · ∇ϕ(r, Yr) dr

)

s≤t

is a Qε martingale vanishing at s = 0. Since the Qε expectation of this martingale
at time s = t is zero, we obtain

∫

IRn φ(y)Qε
t(dy) =

∫

IRn G
α,n
νt ∗φ(y) η(dy)+

∫ t

0

∫

IRn b
ε(s, y) ·∇Gα,n

ν(t−s)∗φ(y)Qε
s(dy) ds.

Since b is bounded the estimates given in Lemma 0.2 with q = 1 justify use of
Fubini’s Theorem which yields

∫

IRn φ(y)Qε
t(dy)=

∫

IR
φ(y)Gα,n

νt ∗η(y) dy−
∫

IR
φ(y)

n
∑

i=1

∫ t

0
∂iG

α,n
ν(t−s)∗(bεi(s, .)Qε

s)(y) ds dy.

The sign minus appears because, for s > 0, and 1 ≤ i ≤ n, the mapping y 7→
∂iG

α,n
s (y) is an odd function. Since the equality holds for any test function φ we

conclude that, for t > 0, Qε
t has a density ρε

t with respect to the Lebesgue measure
on IRn satisfying

ρε
t = Gα,n

νt ∗Q0 −
n
∑

i=1

∫ t

0
∂iG

α,n
ν(t−s) ∗ (bεi(s, .)ρ

ε
s) ds.
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By Lemma 0.2, and the uniform in ε boundedness of bε, one obtains that, for 1 ≤
q < n/(n+ 1 − α), and any t > 0 ,

‖ρε
t‖q ≤ ‖Gα,n

νt ‖q +
n
∑

i=1

∫ t

0
‖∂iG

α,n
ν(t−s)‖q · ‖bεi‖∞ · ‖ρε

s‖1 ds

≤ C
(

t−
n(q−1)

αq +
∫ t

0
(t− s)−

n(q−1)+q
αq ds

)

≤ C
(

t−
n(q−1)

αq + t
n−(n+1−α)q

αq

)

(1.3)

with a constant C independent on ε. Using the weak convergence of Qεk to Q which
implies the weak convergence of Qεk

t to Qt, for t outside of at most countable set
DQ = {r ≥ 0, Q(|Yr − Yr−| > 0) > 0}, and the right-continuity of the mapping
t 7→ Qt, one obtains that, for any positive t, Qt has a density ρt which satisfies the
estimates given above for ρε

t.

Let ϕ ∈ C1,2
b (IR+ × IRn). To prove that Mϕ

t is a Q-martingale it is sufficient
to check that, for l ∈ IN∗, g ∈ Cb(IR

ln), and 0 ≤ s1 ≤ s2 ≤ . . . ≤ sl ≤ s ≤ t /∈ DQ,
we have IEQ(F (Y )) = 0, where

F (Y ) =

(

ϕ(t, Yt) − ϕ(s, Ys) −
∫ t

s
(∂rϕ+ ν

n
∑

i=1

Dα
i ϕ+ b · ∇ϕ)(r, Yr) dr

)

g(Ys1, . . . , Ysl
).

For ε ∈ (0, 1], let F ε be defined like F but with bε replacing b. Since F ε is bounded
and Q gives full weight to the continuity points of this mapping, one has

lim
k→+∞

IEQεk (F ε(Y )) = IEQ(F ε(Y )).

In addition, IEQεk (F εk(Y )) = 0. Hence

|IEQ(F (Y ))| ≤ lim sup
ε↘0

IEQ(|F − F ε|(Y )) + lim sup
ε↘0

lim sup
k→+∞

IEQεk (|F εk − F ε|(Y )).(1.4)

For M > 0, let B(0,M) denote the open ball in IRn centered at the origin with
radius M . Let 1 < q < n/(n + 1 − α), which implies that n(q − 1)/(αq) < 1− 1/α.
Then

IEQεk (|F εk − F ε|(Y )) ≤ CIEQεk

(∫ t

s
|bεk(r, Yr) − bε(r, Yr)| dr

)

≤ C

(

Qεk

(

sup
r∈[s,t]

|Yr| ≥M

)

+
∫ t

s
‖bεk(r, .) − bε(r, . )‖Lq/(q−1)(B(0,M)) · ‖ρεk

r ‖q dr

)

.
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Since, for any r ≥ 0, by an easy adaptation of [5] Theorem IV.22 p.71, bε(r, .)
converges to b(r, .) in Lq/(q−1)(B(0,M)) as ε tends to 0, using (1.3) we obtain that

lim sup
k→+∞

∫ t

s
‖bεk(r, .) − bε(r, .)‖Lq/(q−1)(B(0,M)) · ‖ρεk

r ‖q dr

≤ C
∫ t

s
‖b(r, .) − bε(r, .)‖Lq/(q−1)(B(0,M))

(

r−
n(q−1)

αq + r
n−(n+1−α)q

αq

)

dr.

Hence, for a fixed M ,

lim sup
ε→0

lim sup
k→+∞

∫ t

s
‖bεk(r, .) − bε(r, .)‖Lq/(q−1)(B(0,M)) · ‖ρεk

r ‖q dr = 0.

In addition, for any ε, bε is bounded by ‖b‖∞, so that

Qε

(

sup
r∈[s,t]

|Yr| ≥M

)

≤ IP

(

sup
r∈[s,t]

|Z0 + ν1/αSr| ≥M − ‖b‖∞t
)

,

which implies that Qεk(supr∈[s,t] |Yr| ≥ M) is arbitrarily small, uniformly in k, for
M sufficiently large. Hence the second term on the right-hand side of (1.4) vanishes.
Similar arguments give that the first term is zero as well.

Uniqueness : For r ≥ 0 and χ ∈ P(IRn), let Qr and Q̄r be two solutions of the
martingale problem with generator ν

∑n
i=1D

α
i + b(r + . , . ) · ∇ starting from χ. We

are going to prove that Qr and Q̄r have the same time-marginals. Then uniqueness
for the martingale problem with generator ν

∑n
i=1D

α
i + b · ∇ starting from η follows

from an easy adaptation of [6], Theorem 4.2, p.184, to the case of time-dependent
generators. By choosing test functions ϕ(s, x) = Gα,n

ν(t−s) ∗φ(x) as above, one obtains
that, for t > 0, measure Qr

t has a density ρr
t satisfying

ρr
t = Gα,n

νt ∗ χ−
n
∑

i=1

∫ t

0
∂iG

α,n
ν(t−s) ∗ (bi(r + s, . )ρr

s) ds.

For the choice r = 0 and χ = η, we recognize (1.1). Similarly, Q̄r
t has a density

ρ̄r
t satisfying the same equation. For t > 0, let g(t) = ‖ρr

t − ρ̄r
t‖1. By the above

evolution equation and Lemma 0.2,

g(t) =

∥

∥

∥

∥

∥

n
∑

i=1

∫ t

0
∂iG

α,n
ν(t−s) ∗ (bi(r + s, . )(ρr

s − ρ̄r
s))ds

∥

∥

∥

∥

∥

1

≤
n
∑

i=1

∫ t

0
‖∂iG

α,n
ν(t−s)‖1 · ‖bi(r + s, .)‖∞ g(s) ds

≤ C
∫ t

0
g(s)(t− s)−1/α ds.
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Since α > 1, we conclude that, for each t > 0, g(t) = 0 thanks to a version of
Gronwall’s Lemma which is provided below. ♠

Lemma 1.3 Let g : [0, T ] 7→ IR+ be an integrable function on [0, T ] such that, for
positive constants A0, C0, and θ, and each t ∈ [0, T ],

g(t) ≤ A0 + C0

∫ t

0
g(s)(t− s)θ−1 ds.

Then there exists a positive constant C independent of A0 such that, for each t ∈
[0, T ],

g(t) ≤ CA0.

Proof: Iterating the inequality satisfied by g and using Fubini’s theorem one
gets that, for each t ∈ [0, T ],

g(t) ≤ A0

(

1 +
C0T

θ

θ

)

+ C2
0

(∫ 1

0
uθ−1(1 − u)θ−1du

) ∫ t

0
g(s)(t− s)2θ−1 ds.

Iterating inductively the successively obtained inequalities one gets after n steps
that, for each t ∈ [0, T ],

g(t) ≤ An + Cn

∫ t

0
g(s)(t− s)2nθ−1ds,

with An = An−1

(

1 + Cn−1T
2n−1θ/(2n−1θ)

)

, and Cn = C2
n−1

∫ 1
0 u

2n−1θ−1(1−u)2n−1θ−1du.
For sufficiently large n, 2nθ ≥ 1, and the standard Gronwall’s Lemma can be applied
to complete the proof. ♠

We complete this section by proving an estimate for two-point densities which
will be useful later on.

Proposition 1.4 Let n ≥ 2 and Q be a solution of the martingale problem given
by Proposition 1.2. For 1 ≤ i < j ≤ n, and t > 0, denote by ρi,j

t the density of
Q ◦ (Y i

t , Y
j
t )−1. Then, for all q, 1 ≤ q < 2/(3 − α),

‖ρi,j
t ‖q ≤ C

(

t−
2(q−1)

αq + t
2−(3−α)q

αq

)

,

where constant C depends only on ν, α, q, and ‖bi‖∞ + ‖bj‖∞.
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Proof: For simplicity’s sake we assume that i = 1 and j = 2. Integrating
(1.1) over IRn−2 with respect to the n − 2 last coordinates of y and setting η1,2 =
Q ◦ (Y 1

0 , Y
2
0 )−1, we obtain

ρ1,2
t = Gα,2

ν(t−s) ∗ η1,2 −
2
∑

i=1

∫ t

0
∂iG

α,2
ν(t−s) ∗ b̄i(s, .) ds,

where, for 1 ≤ i ≤ 2 and s > 0,

b̄i(s, z1, z2) =
∫

IRn−2 bi(s, z1, . . . , zn) · ρs(z1, . . . , zn) dz3 . . . dzn.

Since ‖b̄i(s, .)‖1 ≤ ‖bi‖∞, for each t > 0,

‖ρ1,2
t ‖q ≤ ‖Gα,2

ν(t−s)‖q +
2
∑

i=1

∫ t

0
‖∂iG

α,2
ν(t−s)‖q · ‖bi‖∞ ds.

The proof can now be concluded by an application of estimates given in Lemma 0.2.
♠

2 Uniqueness for fractional conservation laws and

the martingale problem (MP)

We begin this section by clarifying the connection between the martingale problem
(MP) and the fractional conservation law (0.4). Since the martingale problem has
been introduced by considering equation obtained by spatial differentiation of (0.4)
as a Fokker-Planck equation, the following result is not surprising:

Lemma 2.1 If P solves the martingale problem (MP) then u(t, x) = H ∗ P̃t(x) is
a bounded weak solution of the fractional conservation law (0.4).

Proof: First, observe that H ∗ P̃t(x) is bounded because

|H ∗ P̃t(x)| = |IEP (h(X0)1{Xt≤x})| ≤ IEP |h(X0)| = 1.

Since b(t, x) = A′(H ∗ P̃t(x)) is a bounded function, by Proposition 1.2, for any
t > 0, measures Pt, and therefore P̃t, are absolutely continuous with respect to the
Lebesgue measure. Hence, for t > 0, the cumulative distribution function of measure
A′(H ∗ P̃t(x))P̃t(dx) is A(H ∗ P̃t(x))−A(0). Let now ψ(t, x) be a C∞-function with
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compact support on IR+ × IR and ϕ(t, x) =
∫ x
−∞ ψ(t, y) dy. Process (h(X0)M

ϕ
t )t≥0 is

a P -martingale so that
∫

IR
ϕ(t, x)P̃t(dx) =

∫

IR
ϕ(0, x)m(dx)

+
∫ t

0

∫

IR

(

∂sϕ+ νDαϕ+ A′(H ∗ P̃s)∂xϕ
)

(s, x) P̃s(dx) ds. (2.1)

Integration by parts of the spatial integral involving Dα yields

∫

IR
Dαϕ(s, x)P̃s(dx) = K

∫

|y|>1

∫

IR

∫ x+y

x
ψ(s, z)dzP̃s(dx)

dy

|y|α+1

+K
∫

|y|≤1

∫ 1

0

∫

IR
∂xψ(s, x+ zy)P̃s(dx)(1 − z)dz

dy

|y|α−1

= −K
∫

|y|>1

∫

IR
(ψ(s, x+ y) − ψ(s, x))H ∗ P̃s(x)dx

dy

|y|α+1

−K
∫

|y|≤1

∫ 1

0

∫

IR
∂xxψ(s, x + zy)H ∗ P̃s(x)dx(1 − z)dz

dy

|y|α−1

= −
∫

IR
Dαψ(s, x)H ∗ P̃s(x)dx.

Integrating by parts in the same way the other spatial integrals in (2.1), and using
the fact that H ∗ P̃t(+∞) = P̃t(IR) = IEP (h(X0)) does not depend on t, we see that
the weak equation (0.6) holds true for u(t, x) = H ∗ P̃t(x). ♠

Proposition 2.2 The fractional conservation law (0.4) has at most one bounded
weak solution and the martingale problem (MP) has at most one solution.

Proof: Let u be a weak solution of (0.4) bounded by Mu, and φ be a C∞-
function with compact support on IR. Function ψ(s, x) = pα

ν(t−s) ∗ φ(x) solves
equation ∂sψ + νDαψ = 0 for (s, x) ∈ [0, t] × IR. By spatial truncation one can
approximate ψ, its first order time derivative, and its first and second order spatial
derivatives in L1([0, t] × IR), by C∞-functions ψn with compact support and their
corresponding derivatives such that ψn(t, .) and ψn(0, .) converge, respectively, to
ψ(t, . ) and ψ(0, . ) in L1(IR). Since

|Dαψ(s, x) −Dαψn(s, x)|

≤ K
∫

|y|>1
|ψ(s, x+ y) − ψn(s, x+ y)| + |ψ(s, x) − ψn(s, x)| dy

|y|1+α

+K
∫

|y|≤1

∫ 1

0
|∂xxψ(s, x+ zy) − ∂xxψ

n(s, x+ zy)|(1 − z) dz
dy

|y|α−1
,

12



Dαψn also converges to Dαψ in L1([0, t]× IR). Writing the weak equation (0.6) with
test function ψn and taking the limit n→ +∞, in view of the boundedness of u one
obtains that (0.6) holds true for the test function ψ. Using the partial differential
equation satisfied by ψ, and then Fubini’s Theorem, one deduces
∫

IR
φ(x)u(t, x)dx =

∫

IR
φ(x) pα

νt∗u0(x)dx−
∫

IR
φ(x)

∫ t

0
∂xp

α
ν(t−s)∗A(u(s, . ))(x) ds dx.

Since φ is arbitrary, function u solves the mild equation

u(t, . ) = pα
νt ∗ u0 −

∫ t

0
∂xp

α
ν(t−s) ∗ A(u(s, . ))ds, (2.2)

for all t ≥ 0.

Let u′ be another weak solution of (0.4) bounded by Mu′. One can estimate
g(t) = ‖u(t, . ) − u′(t, . )‖∞ by substracting from (2.2) the same equation written
for u′ to obtain

g(t) ≤ max
|x|≤Mu∨Mu′

|A′(x)|
∫ t

0
‖∂xp

α
ν(t−s)‖1 g(s) ds.

Therefore, by Lemma 0.2, there is a constant C such that, for all t ≥ 0,

g(t) ≤ C
∫ t

0
g(s)(t− s)−1/αds.

Since α > 1, we have 1/α < 1 and, in view of Lemma 1.3, conclude that, for all
t ≥ 0, g(t) = 0. Hence u = u′.

If P and Q both solve the nonlinear martingale problem, combining Lemma
2.1 and the just proved uniqueness result for the fractional conservation law (0.4),
one gets that, for all t ≥ 0, dx-a.e., H ∗ P̃t(x) = H ∗ Q̃t(x). This equality holds for
(t, x) ∈ IR+ × IR since, for fixed t, both sides are right-continuous with respect to x.
Hence both P and Q solve the martingale problem for the generator νDα + b(t, x)∂x

with b(t, x) = A′(H ∗ P̃t(x)), starting from |m|. Since b is a bounded measurable
function, by Proposition 1.2, we conclude that P = Q. ♠

3 Interacting particle systems

In this section we develop a Monte Carlo method for the fractional conservation
laws. More precisely, we find a sequence of interacting particle systems such that
their weighted cumulative empirical distribution functions converge, as the size of
the system grows to infinity, to the solution of the conservation law. Results of this
sort are also known as propagation of chaos results for the corresponding nonlinear,
and in our case nonlocal, evolution equations.
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3.1 Propagation of chaos for fixed fractional viscosity

Definition 3.1 For n ∈ IN∗, we say that Q ∈ Pn solves the martingale problem
(Pn) if

1. Q0 = |m|⊗n

2. For any ϕ ∈ C1,2
b (IR+ × IRn),

ϕ(t, Yt) − ϕ(0, Y0) −
∫ t

0

(

∂sϕ+
n
∑

i=1

Dα
i ϕ

)

(s, Ys)

+
n
∑

i=1

A′





1

n

n
∑

j=1

h(Y j
0 )1{Y j

s ≤Y i
s }



 ∂iϕ(s, Ys) ds

is a Q-martingale.

In the drift coefficient of the nonlinear martingale problem (MP) the argument
of function A′ is the cumulative distribution function of the weighted marginal P̃t

of the solution. By comparison, in the martingale problem (Pn) the argument
of function A′ (which gives the drift coefficient of each particle) is the weighted
cumulative empirical distribution function of the particle system.

Remark 3.2 In case m is a probability measure, for any y ∈ IR, h(y) = 1. There-
fore, the existence and uniqueness for (Pn) is ensured by Proposition 1.2 for the
time-homogeneous generator ν

∑n
i=1D

α
i + bn.∇, where

bn : IRn3y = (y1, . . . , yn) 7→


A′





1

n

n
∑

j=1

1{yj≤y1}



, . . . , A′





1

n

n
∑

j=1

1{yj≤yn}







∈IRn.(3.1)

However, in general, the drift coefficient at time t > 0 depends on the initial
position Y0 through the signed weights h(Y j

0 ), 1 ≤ j ≤ n. Because of this de-
pendence, the martingale problem (Pn) is non-standard. If Dα is replaced by the
usual Laplacian on IR, the existence and uniqueness for the analogous non-standard
martingale problem is an easy consequence of the Girsanov theorem, as in the stan-
dard case. But in our case to obtain the existence result we have to proceed more
cautiously.
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To deal with signed weights, we remark that the function IRn 3 (y0
1, . . . , y

0
n) 7→

(h(y0
1), . . . , h(y

0
n)) takes its values in the finite set {−1, 1}n. For γ = (γ1, . . . , γn) ∈

{−1, 1}n, let us introduce mappings

bn,γ : IRn 3 y = (y1, . . . , yn) 7→


A′





1

n

n
∑

j=1

γj1{yj≤y1}



 , . . . , A′





1

n

n
∑

j=1

γj1{yj≤y1}







 .

For y0 = (y0
1, . . . , y

0
n) ∈ IRn let Qy0,γ be the solution of the martingale problem with

generator ν
∑n

i=1D
α
i + bn,γ · ∇ starting from δy0 and given by Proposition 1.2. By

adapting the proof of Theorem 4.6 p.188, [6], we obtain measurability of y0 → Qy0,γ

for a fixed γ ∈ {−1, 1}n.

Then
Qn =

∑

γ∈{−1,1}n

∫

IRn 1{(h(y0
1),...,h(y0

n))=γ}Q
y0,γ|m|⊗n(dy0),

solves the martingale problem (Pn). Moreover, if σ denotes a permutation of
{1, . . . , n}, the uniqueness part of Proposition 1.2 ensures that, for y0 ∈ IRn and
γ ∈ {−1, 1}n, if y0

σ = (y0
σ(1), . . . , y

0
σ(n)) and γσ = (γσ(1), . . . , γσ(n)), then

Qy0 ,γ ◦ (Yσ(1), . . . , Yσ(n))
−1 = Qy0

σ ,γσ .

With the above definition of Qn, we deduce that the particles Y 1, . . . , Y n are ex-
changeable under this probability measure.

Finally, since, for n ≥ 1 and 1 ≤ i ≤ n, function bn,γ
i is bounded by the quantity

maxx∈[−1,1] |A′(x)|, we deduce from Proposition 1.4 that, for n ≥ 2, 1 ≤ i < j ≤ n

and t > 0, measure Qn ◦ (Y i
t , Y

j
t )−1 has a density ρn,i,j

t with respect to the Lebesgue
measure on IR2 such that, for each 1 ≤ q < 2

3−α
,

‖ρn,i,j
t ‖q ≤ C

(

t−2(q−1)/(αq) + t(2−(3−α)q)/(αq)
)

(3.2)

where constant C is independent of n and t.

Let πn = Qn ◦ (µn)−1, where for Y = (Y 1, . . . , Y n) ∈ D(IR+, IR
n), µn(Y ) =

1
n

∑n
i=1 δY i ∈ P denotes the empirical measure. The following propagation of chaos

result implies existence for the nonlinear martingale problem (MP) :

Theorem 3.3 Sequence (πn)n converges weakly to δP , where P denotes the unique
solution of the martingale problem (MP).

15



Proof: The proof is similar to the one given in [9] Theorem 2.1 where instead
of the fractional laplacian Dα there appears the classical Laplacian ∂xx. Hence we
only show its main steps.

Since the particles (Y 1, . . . , Y n) are exchangeable under Qn, the tightness of
the sequence (πn)n is equivalent to the tightness of the sequence Qn ◦ (Y 1)−1 of
the distributions of the first particle. The latter follows from the fact that for each
n ∈ IN∗, and y0, y ∈ IRn,

∣

∣

∣

∣

∣

A′
(

1

n

n
∑

i=1

h(y0
j )1{yj≤y1}

)∣

∣

∣

∣

∣

≤ max
x∈[−1,1]

|A′(x)|.

Now, let π∞ denote the limit of a weakly convergent subsequence, for simplicity’s
sake also labeled (πn)n, and Dπ∞ denote an at most countable set

{

t ≥ 0, π∞

(

{Q ∈ P; Q(|Yt − Yt−| > 0) > 0}
)

> 0
}

.

Since, for any n ∈ IN∗, Qn
0 = |m|⊗n, we have that π∞ a.s. Q0 = |m|. Hence,

to prove that π∞ gives full weight to solutions of the nonlinear martingale problem
(MP) it is enough to check that, for any ϕ ∈ C1,2

b (IR+ × IRn), l ∈ IN∗, g ∈ Cb(IR
l),

and 0 ≤ s1 ≤ s2 ≤ . . . ≤ sl ≤ s ≤ t /∈ Dπ∞, we have IEπ∞|F (Q)| = 0, where F
associates with any Q ∈ P

〈

Q,
(

ϕ(t, Xt) − ϕ(s,Xs) −
∫ t

s
(∂rϕ+ νDαϕ+ A′(H ∗ Q̃r(Xr))∂xϕ)(r,Xr)dr

)

×g(Xs1, . . . , Xsl
)
〉

.

According to [9] Lemma 2.2, for any k ∈ IN∗, there exists a Lipschitz con-
tinuous function hk such that |m|({x : hk(x) 6= h(x)}) ≤ 1/k. Let us also ap-
proximate the Heaviside function H by Lipschitz continuous functions Hk(x) =
(1 + kx)1[−1/k,0](x) + 1{x>0}, and define Fk like F but with A′(H ∗ Q̃r(.)) replaced
by A′(〈Q,Hk(.−Xr)hk(X0)〉).

If (Qj)j≥1 converges weakly to Q in P, as j → +∞, for r ≥ 0 outside of
an at most countable set DQ = {r ≥ 0 : Q(|Xr − Xr−| > 0) > 0}, measure
Qj ◦ (X0, Xr)

−1 converges weakly to Q ◦ (X0, Xr)
−1. Therefore, by the continuity

of A′, mapping x 7→ A′(〈Qj, Hk(x − Xr)hk(X0)〉) converges uniformly to mapping
x 7→ A′(< Q,Hk(x−Xr)hk(X0) >). We thus deduce that Fk is continuous at any Q
such that s1, . . . , sl, s, t /∈ DQ. Hence, π∞ gives full weight to the continuity points
of Fk. Now the boundedness of this mapping implies that

IEπ∞|Fk(Q)| = lim
n→+∞

IEπn|Fk(Q)| = lim
n→+∞

IEQn|Fk(µ
n)|.
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Hence

IEπ∞|F (Q)| ≤ lim sup
k→+∞

IEπ∞|F − Fk|(Q) + lim sup
n→+∞

IEQn|F (µn)|

+ lim sup
k→+∞

lim sup
n→+∞

IEQn |F − Fk|(µn).

The same arguments as in the proof of Theorem 2.1 [9] imply that the sum of the
two first terms of the right-hand side is zero and that the third term vanishes as
long as

lim sup
k→+∞

lim sup
n→+∞

IEQn
(∫ t

s
1{|Y 1

r −Y 2
r |≤1/k}dr

)

= 0. (3.3)

To prove this equality we use the key estimate (3.2) of the two-particle density which
replaces the one obtained via Girsanov’s theorem in [9]. Let 1 < q < 2/(3 − α),
which implies that 2(q − 1)/(αq) < 1 − 1/α. By Hölder’s inequality and (3.2),

IEQn
(∫ t

s
1{|Y 1

r −Y 2
r |≤1/k}dr

)

≤ Qn

(

sup
r∈[s,t]

|Y 1
r | ≥

√
k

)

+
∫ t

s
Qn

(

|Y 1
r | ≤

√
k, |Y 1

r − Y 2
r | ≤

1

k

)

dr

≤ Qn

(

sup
r∈[s,t]

|Y 1
r | ≥

√
k

)

+C
(∫

IR2 1{|y1|≤
√

k, |y1−y2|≤1/k} dy1 dy2

)
q−1

q
∫ t

s
r−

2(q−1)
αq + r

2−(3−α)q
αq dr.

The second term of the right-hand side does not depend on n and converges to 0,
as k → +∞, because

∫

IR2 1{|y1|≤
√

k, |y1−y2|≤1/k} dy1 dy2 =
4√
k
.

Also, by the tightness of sequence Qn ◦ (Y1)
−1, we have

lim sup
k→+∞

lim sup
n→+∞

Qn

(

sup
r∈[s,t]

|Y 1
r | ≥

√
k

)

= 0.

Hence (3.3) holds true. ♠

Remark 3.4 Let (Si)i≥1 be a sequence of independent one-dimensional symmetric
α-stable processes and (Z i

0)i≥1 be an independant sequence of initial variables with
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independent and identical distributions |m|. If function A′ is locally Lipschitz-
continuous then it is possible to define the n-particle system as the unique solution
of equations

Zi,n
t = Zi

0 + ν1/αSi
t +

∫ t

0
A′





1

n

n
∑

j=1

h(Zj
0)Hεn(Zi,n

s − Zj,n
s )



 ds, 1 ≤ i ≤ n,

where εn > 0 and, for ε > 0, Hε(x) = (1 + x/ε)1[−ε,0](x) + 1{x>0} is a Lipschitz-
continuous regularization of the Heaviside function. If πn denotes the law of the
empirical measure 1

n

∑n
i=1 δZi,n , then the propagation of chaos result stated in The-

orem 3.3 holds true as long as limn→+∞ εn = 0.

The propagation of chaos result implies convergence of the weighted empirical cu-
mulative distribution function of a system with n particles to the unique bounded
weak solution of (0.4) as n→ +∞.

Corollary 3.5 Under Qn, the approximate solution 1
n

∑n
j=1 h(Y

j
0 )H(x − Y j

t ) con-

verges to the unique bounded weak solution u(t, x) = H ∗ P̃t(x) of (0.4) in the fol-
lowing sense : for each T > 0,

lim
n→+∞

sup
t≤T

∫

IR
IEQn

∣

∣

∣

∣

∣

∣

1

n

n
∑

j=1

h(Y j
0 )H(x− Y j

t ) − u(t, x)

∣

∣

∣

∣

∣

∣

dx

1 + x2
= 0.

Proof: Let
NY (ds, dy) =

∑

t

1{∆Yt 6=0}δ(t,∆Yt)(ds, dy),

and, respectively,

N i(ds, dx) =
∑

t

1{∆Y i
t 6=0}δ(t,ν−1/α∆Y i

t )(ds, dx)

denote the jump measure on IR+×IRn (resp., IR+×IR) associated with the canonical
process Y = (Y 1, . . . , Y n) on D(IR+, IR

n) (resp., with ν−1/αY i). According to [11]
Theorem 2.42, p.86, under Qn, the predictable compensator of NY is

Kν
n
∑

i=1

dyi

|yi|1+α
δ(0,0,...,0)(dy1, . . . , dyi−1, dyi+1, . . . dyn) ds.
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As a consequence, measures N i are independent Poisson random measures on IR+×
IR with common intensity K ds dx/|x|1+α. Therefore, processes

Si
t =

∫

(0,t]×IR
x1{|x|≤1}

(

N i(dsdx) − K ds dx

|x|1+α

)

+
∫

(0,t]×IR
x1{|x|>1}N

i(dsdx),

1 ≤ i ≤ n, are independent symmetric α-stable processes independent of the initial
variables Y i

0 , 1 ≤ i ≤ n, which are i.i.d. with common distribution |m|. Addition-
ally, combining [11] Theorem 2.42, p. 86, and Theorem 2.34, p.84, we obtain that,
for 1 ≤ i ≤ n, and t ≥ 0,

Y i
t = Y i

0 + ν1/αSi
t +

∫ t

0
A′





1

n

n
∑

j=1

h(Y j
0 )1{Y j

s ≤Y i
s }



 ds.

Similarly, under the solution P of the nonlinear martingale problem (MP),

Xt = X0 + ν1/αSt +
∫ t

0
A′(H ∗ P̃s(Xs))ds

where St is a symmetric α-stable process independent from X0 which is distributed
according to |m|.

The scaling property of the α-stable process and the boundedness of the drift
coefficients imply that, for 0 ≤ r ≤ t, and 1 ≤ i ≤ n,

IEQn

(

sup
s∈[r,t]

|Y i
s − Y i

r |
)

≤ C
(

ν1/α(t− r)1/α + (t− r)
)

(3.4)

IEP

(

sup
s∈[r,t]

|Xs −Xr|
)

≤ C
(

ν1/α(t− r)1/α + (t− r)
)

. (3.5)

We set k ∈ IN∗. Let hk and Hk be the Lipschitz continuous approximations of
functions h and H introduced in the proof of Theorem 3.3 and b . c denote the
integer part. One has

sup
t≤T

∫

IR
IEQn

∣

∣

∣

∣

∣

∣

1

n

n
∑

j=1

h(Y j
0 )H(x− Y j

t ) −H ∗ P̃t(x)

∣

∣

∣

∣

∣

∣

dx

1 + x2

≤ sup
t≤T

∫

IR
IEQn

∣

∣

∣h(Y 1
0 )H(x− Y 1

t ) − hk(Y
1
0 )Hk(x− Y 1

T bk2t/T c/k2)
∣

∣

∣

dx

1 + x2

+ max
0≤j≤k2−1

IEπn





 sup
jT

k2 ≤t≤ (j+1)T

k2

∫

IR

∣

∣

∣

∣

< Q, hk(X0)Hk(x−X jT

k2
) > −H ∗ P̃t(x)

∣

∣

∣

∣

dx

1 + x2






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− max
0≤j≤k2−1

IEδP





 sup
jT

k2 ≤t≤ (j+1)T

k2

∫

IR

∣

∣

∣

∣

< Q, hk(X0)Hk(x−X jT

k2
) > −H ∗ P̃t(x)

∣

∣

∣

∣

dx

1 + x2







+ sup
t≤T

∫

IR

∣

∣

∣< P, hk(X0)Hk(x−XT bk2t/T c/k2) − h(X0)H(x−Xt) >
∣

∣

∣

dx

1 + x2
. (3.6)

Since |h(Y 1
0 )H(x− Y 1

t ) − hk(Y
1
0 )Hk(x− Y 1

T bk2t/T c/k2)| is smaller than

|h− hk|(Y 1
0 ) + 1{x−1/k≤Y 1

t ≤x} + k|Y 1
t − Y 1

T bk2t/T c/k2 |,

using (3.4) and the bound ∀y ∈ IR,
∫

IR 1{x−1/k≤y≤x}
dx

1+x2 ≤ 1/k one obtains that
the first term of the right-hand-side of (3.6) is smaller than 2π|m|({x : hk(x) 6=
h(x)})+1/k+Ck1−2/α and vanishes as k → +∞. In the same way, the fourth term
also converges to 0. Now for fixed k ∈ IN∗ and 1 ≤ j ≤ k2, one deduces from (3.5)
that δP gives full weight to continuity points of the bounded mapping

Q ∈ P → sup
jT

k2 ≤t≤ (j+1)T

k2

∫

IR

∣

∣

∣

∣

< Q, hk(X0)Hk(x−X jT

k2
) > −H ∗ P̃t(x)

∣

∣

∣

∣

dx

1 + x2
.

Hence for fixed k, Theorem 3.3 implies that the second term of the right-hand-side
of (3.6) converges to minus the third term as n tends to ∞. ♠

3.2 The vanishing viscosity limit

In this subsection, we assume that m is a probability measure and introduce a
sequence νn of positive numbers such that limn→+∞ νn = 0. We are going to let the
fractional viscosity vanish as the number n of particles tends to +∞. We recall that
uniqueness of bounded weak solutions fails to hold for the inviscid (ν = 0) scalar
conservation law (0.4):

∂tu(t, x) + ∂xA(u(t, x)) = 0, u(0, x) = u0(x). (3.7)

However, in view of Kruzhkov’s theorem [13] [15], this equation admits a unique
bounded entropy solution u ∈ C(IR+, L

1
loc(IR)) characterized by the following en-

tropy inequalities : for any c ∈ IR, and any non-negative C∞-function ψ with
compact support on IR+ × IR,

∫

IR
|u0(x) − c|ψ(0, x)dx (3.8)

+
∫ ∞

0

∫

IR
(|u− c|∂tψ + sgn(u− c)(A(u) − A(c))∂xψ) (t, x) dx dt ≥ 0.
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For n ≥ 1, let Qn ∈ Pn be the solution of the martingale problem with generator
νn
∑n

i=1D
α
i + bn · ∇ where bn is defined in (3.1) starting from m⊗n and given by

Proposition 1.2, and πn = Qn ◦ (µn)−1 where for Y = (Y 1, . . . , Y n) ∈ D(IR+, IR
n),

µn(Y ) = 1
n

∑n
i=1 δY i ∈ P. Since maxx∈[0,1] |A′(x)| < +∞, the sequence (πn)n is tight.

Theorem 3.6 Any weak limit of the sequence (πn)n gives full weight to the set

{Q ∈ P, t→ H ∗Qt(.) is equal to t→ u(t, .)}.

In addition, for each T > 0

lim
n→+∞

sup
t≤T

∫

IR
IEQn

∣

∣

∣

∣

∣

∣

1

n

n
∑

j=1

H(x− Y j
t ) − u(t, x)

∣

∣

∣

∣

∣

∣

dx

1 + x2
= 0.

Remark 3.7 IfDα is replaced by the Laplacian on IR as the generator of the particle
system, a similar result is known [10]. In that case the situation when initial m is
a signed measure can be handled by modifying the dynamics of the particle system
by killing pairs of particles with opposite weights whenever they collide. Such a
modification seems difficult to generalize for processes with jumps.

Proof of Theorem 3.6: Let us first remark that the first assertion in the
Theorem implies the second one. Indeed from any subsequence of (Qn)n one can
extract a further subsequence (Qn′

)n′ such that πn′ converges weakly to π∞ giving
full weight to {Q ∈ P, t→ H ∗Qt(.) is equal to t→ u(t, .)}. Since (3.4) holds with
ν replaced by νn, first taking r and t outside of {s ≥ 0 : π∞({Q : Q(|Ys − Ys−|) >
0}) > 0} and then using the right-continuity of sample-paths, one obtains that, for
0 ≤ r ≤ t,

IEπ∞

(

< Q, sup
s∈[r,t]

|Xs −Xr| >
)

≤ C(t− r).

With this bound replacing (3.5), the arguments given in the proof of Corollary 3.5

imply that supt≤T

∫

IR IEQn′ ∣
∣

∣

1
n′

∑n′

j=1H(x− Y j
t ) − u(t, x)

∣

∣

∣

dx
1+x2 converges to 0.

Let now π∞ be the limit of a converging subsequence of (πn)n, which we still
index by n for notational simplicity’s sake, ψ be a non-negative C∞-function with
compact support on IR+ × IR and c ∈ IR. It is sufficient to prove that π∞-a.s.
the entropy inequality (3.8) holds true for u(t, x) = H ∗ Qt(x), where Q denotes
the canonical variable on P. Indeed, we can then conclude by taking c and ψ in a
countable dense subsets.
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Let us observe that since for any Q ∈ P, we have (t, x) → H ∗Qt(x) ∈ [0, 1],
and the entropy inequality for c = 1 (resp. c = 0) implies the entropy inequality for
any c ≥ 1 (resp. c ≤ 0). For this reason we assume that c ∈ [0, 1].

As in the proof of Corollary 3.5 we obtain that, for 1 ≤ i ≤ n, and t ≥ 0,

Y i
t = Y i

0 + ν1/α
n Si

t +
∫ t

0
A′





1

n

n
∑

j=1

1{Y j
s ≤Y i

s }



 ds,

where Si, 1 ≤ i ≤ n, are independent α-stable processes independent of the initial
variables Y i

0 , 1 ≤ i ≤ n, which are i.i.d. with common distribution m.

For n ≥ 1, we set cn = bncc/n, where b . c denotes the integer part. Our
strategy, inspired by the proof of Lemma 2.1, is as follows: we want to integrate by
parts in the spatial variable in order to evaluate

∫

IR ψ(t, x)|H ∗ µn
t (x) − cn|dx, for

t > 0. The distributional derivative of the step function with bounded variation

x 7→ |H ∗ µn
t (x) − cn| =

1

n

bcnc
∑

i=1

1{x<Y
σt(i)
t } +

1

n

n
∑

i=bcnc+1

1{Y σt(i)
t ≤x}

is equal to 1
n

(

∑n
i=bcnc+1 −

∑bcnc
i=1

)

δ
Y

σt(i)
t

, where σt denotes a permutation of {1, . . . , n}
such that Y

σt(1)
t ≤ Y

σt(2)
t ≤ . . . ≤ Y

σt(n)
t . This justifies our interest in computing

n
∑

i=bcnc+1

ϕ(t, Y
σt(i)
t ) −

bcnc
∑

i=1

ϕ(t, Y
σt(i)
t ),

where
ϕ(t, x) =

∫ x

−∞
ψ(t, z) dz, for (t, x) ∈ IR+ × IR.

Because this calculation is delicate, we are going to approximate Y by a process
with finite intensity of jumps by removing the small jumps of S i, 1 ≤ i ≤ n. More
precisely, for ε > 0, we set Si,ε

t =
∫

(0,t]×IR y 1{|x|>ε}N
i(ds dx), and

Y i,ε
t = Y i

0 + ν1/α
n Si,ε

t +
∫ t

0
A′





1

n

n
∑

j=1

1{Y j
s ≤Y i

s }



 ds.

Then introducing Y ε
t = (Y 1,ε

t , . . . , Y n,ε
t ) and definining σε

t (resp., σε
t−) to be a per-

mutation such that Y
σε

t (1),ε
t ≤ . . . ≤ Y

σε
t (n),ε

t (resp., the same inequality but with t
replaced by t−) one has, for all t ≥ 0,

n
∑

i=1

(Y
σε

t (i),ε
t − Y

σt(i)
t )2 ≤ |Y ε

t − Yt|2 , and lim
ε→0

IEQn
(

sup
s≤t

|Y ε
s − Ys|2

)

= 0. (3.9)

22



Since according to Proposition 1.2, for any s > 0, Qn
s has a density with respect

to the Lebesgue measure, Qn-a.s. and ds-a.e. the positions Y 1
s , . . . Y

n
s are distinct.

Therefore Qn
s - a.s., for all t ≥ 0,

Y i,ε
t = Y i

0 + ν1/α
n Si,ε

t +
∫ t

0
A′
(

σ−1
s (i)/n

)

ds.

By considering successive jump times of the process Y ε one obtains

bcnc
∑

i=1

ϕ(t, Y
σε

t (i),ε
t )

=
bcnc
∑

i=1

(

ϕ(0, Y
σ0(i)
0 ) +

∫ t

0

(

∂sϕ+ A′(σ−1
s (σε

s(i))/n)∂xϕ
)

(s, Y σε
s(i),ε

s ) ds
)

(3.10)

+
∫ t

0

n
∑

j=1

∫

|y|>ε
1{(σε

s−
)−1(j)≤bcnc}

(

1{
ν
1/α
n y≤Y

σε
s−

(bcnc+1),ε

s−
−Y j,ε

s−

}

(

ϕ(s, Y j,ε
s− + ν1/α

n y)

−ϕ(s, Y j,ε
s− )

)

+1{
ν
1/α
n y>Y

σε
s−

(bcnc+1),ε

s−
−Y j,ε

s−

}

(

ϕ(s, Y
σε

s−
([cn]+1),ε

s− ) − ϕ(s, Y j,ε
s− )

)

)

+1{(σε
s−

)−1(j)>bcnc}

(

1{
ν
1/α
n y<Y

σε
s−

(bcnc),ε

s−
−Y j,ε

s−

}

(

ϕ(s, Y j,ε
s− + ν1/α

n y) − ϕ(s, Y
σε

s−
(bcnc),ε

s− )
)

)

N j(dsdy)

Because ψ is non-negative x 7→ ϕ(s, x) =
∫ x
−∞ ψ(s, y)dy is non-decreasing and

bcnc
∑

i=1

(

ϕ(t, Y
σε

t (i),ε
t ) − ϕ(0, Y

σ0(i)
0 ) −

∫ t

0
(∂sϕ+ A′(σ−1

s (σε
s(i))/n)∂xϕ)(s, Y σε

s(i),ε
s )ds

)

≤
∫ t

0

n
∑

j=1

∫

|y|>ε
1{(σε

s−
)−1(j)≤bcnc}

(

ϕ(s, Y j,ε
s− + ν1/α

n y) − ϕ(s, Y j,ε
s− )

)

N j(ds dy)

By a similar but easier computation,

n
∑

i=1

(

− ϕ(t, Y
σε

t (i),ε
t ) + ϕ(0, Y

σ0(i)
0 ) +

∫ t

0
(∂sϕ+ A′(σ−1

s (σε
s(i))/n)∂xϕ)(s, Y σε

s(i),ε
s )ds

)
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= −
∫ t

0

n
∑

j=1

∫

|y|>ε
(ϕ(s, Y j,ε

s− + ν1/α
n y) − ϕ(s, Y j,ε

s− ))N j(ds dy)

Adding this equality to the preceding inequality multiplied by 2 one obtains that
T n,ε

1 ≤ T n,ε
2 , where

T n,ε
1 =

1

n





n
∑

i=bcnc+1

−
bcnc
∑

i=1





(

ϕ(0, Y
σ0(i)
0 )

+
∫ t

0
(∂sϕ+ A′(σ−1

s (σε
s(i))/n)∂xϕ)(s, Y σε

s(i),ε
s )ds− ϕ(t, Y

σε
t (i),ε

t )
)

and

T n,ε
2 =

1

n

∫ t

0

n
∑

j=1

∫

|y|>ε
(1{(σε

s−
)−1(j)≤bcnc} − 1{(σε

s−
)−1(j)>bcnc})

(ϕ(s, Y j,ε
s− + ν1/α

n y) − ϕ(s, Y j,ε
s− ))N j(ds dy)

According to Lemma 3.8 which is stated just after the proof,

lim
n→+∞

sup
ε>0

IEQn|T n,ε
2 | = 0.

Hence limn→+∞ supε>0 IEQn

((T n,ε
1 )+) = 0. According to (3.9), one can construct

a sequence (εk)k converging to 0 and such that Qn-a.s., sups≤t

∑n
i=1(Y

σ
εk
s (i),εk

s −
Y σs(i)

s )2 → 0 as k → +∞. Moreover, since Qn-a.s., and ds-a.e. positions Y 1
s , . . . , Y

n
s

are distinct, Qn-a.s., and ds-a.e. σεk
s is equal to σs for k big enough. Hence Qn-a.s.,

T n,εk
1 converges to

T n =
1

n





n
∑

i=bcnc+1

−
bcnc
∑

i=1





(

ϕ(0, Y
σ0(i)
0 ) +

∫ t

0
(∂sϕ+ A′(i/n)∂xϕ)(s, Y σs(i)

s )ds− ϕ(t, Y
σt(i)
t )

)

.

Since variables T n,ε
1 are uniformly bounded in ε, we have

IEQn

((T n)+) = lim
k→+∞

IEQn

((T n,εk
1 )+),

so that we can conclude that

lim
n→+∞

IEQn

((T n)+) = 0. (3.11)

We now choose t such that the support of ψ, and therefore of ϕ, is contained in
[0, t) × IR which permits us to get rid of the terms involving ϕ(t, .) and perform
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spatial integration by parts as planned at the beginning of the proof. We thus
obtain

Tn = (1 − cn)
∫

IR
ψ(0, x)dx−

∫

IR
ψ(0, x)|H ∗ µn

0(x) − cn| dx

+(1 − cn)
∫ t

0

∫

IR
∂sψ(s, x) dx ds

−
∫ t

0

∫

IR
|H ∗ µn

s (x) − cn|∂sψ(s, x)

+



A(cn) − A(0) +
1

n

nH∗µn
s (x)

∑

i=1

(1{i>bcnc} − 1{i≤bcn]c})A
′(i/n)



 ∂xψ(s, x)dxds.

As far as last term is concerned, observe that the cumulative distribution
function of the signed measure

1

n





n
∑

i=bcnc+1

−
bcnc
∑

i=1



A′(i/n)δ
Y

σs(i)
s

is a function

x 7→ 1

n

nH∗µn
s (x)

∑

i=1

(1{i>bcnc} − 1{i≤bcnc})A
′(i/n),

where nH ∗ µn
s (x) counts the number of particles with coordinates not greater than

x at time s, and that no boundary term appears since

limx→+∞ ∂xϕ(s, x) = limx→+∞ ψ(s, x) = 0.

The sum of the first and third terms of the right-hand side is zero. Moreover,
for all 0 ≤ k ≤ n,

∣

∣

∣

∣

∣

sgn

(

k

n
− cn

)(

A

(

k

n

)

− A(cn)

)

− A(cn) + A(0) − 1

n

k
∑

i=1

(1{i>[cn]} − 1{i≤[cn]})A
′
(

i

n

)

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

k
∑

i=1

(1{i>bcnc} − 1{i≤bcnc})
(

A
(

i

n

)

− A
(

i− 1

n

)

− 1

n
A′
(

i

n

))

∣

∣

∣

∣

∣

≤ sup
x,y∈[0,1], |x−y|≤ 1

n

|A′(x) − A′(y)|,

and, for each u ∈ [0, 1],

|sgn(u−c)(A(u)−A(c))−sgn(u−cn)(A(u)−A(cn))| ≤ sup
u∈[cn,c]

|A(cn)+A(c)−2A(u)|.
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Hence the random variables

Tn +
∫

IR
ψ(0, x)|H ∗ µn

0(x) − c|dx

+
∫ t

0

∫

IR
|H ∗ µn

s (x) − c|∂sψ(s, x) + sgn(H ∗ µn
s (x) − c)(A(H ∗ µn

s (x))

−A(c))∂xψ(s, x) dx ds

converge uniformly to 0 as n → +∞. With the help of (3.11) we conclude that for
a continuous and bounded function G which associates with any Q ∈ P

G(Q) =
∫

IR
ψ(0, x)|H ∗Q0(x) − c|dx+

∫ t

0

∫

IR

(

|H ∗Qs(x) − c|∂sψ(s, x)

+ sgn(H ∗Qs(x) − c)(A(H ∗Qs(x)) − A(c))∂xψ(s, x)
)

dx ds (3.12)

we have
IEπ∞((G(Q))−) = lim

n→+∞
IEπn((G(Q))−) = 0.

We now can conclude the proof by observing that π∞-a.s, Q0 = m, and therefore
H ∗Q0 = u0. ♠

Lemma 3.8 Under the notation introduced in the above proof of Theorem 3.6, we
have

lim
n→+∞

sup
ε>0

IEQn|T n,ε
2 | = 0.

Proof: For 1 ≤ j ≤ n, let us denote by

Ñ j(ds dy) = N j(ds dy)− K ds dy

|y|1+α

the compensated measure associated with N j. We shall write T n,ε
2 = R1 +R2, where

R1 =
1

n

∫ t

0

n
∑

j=1

∫

|y|>ε
(1{(σε

s−
)−1(j)≤bcnc} − 1{(σε

s−
)−1(j)>bcnc})(ϕ(s, Y j,ε

s− + ν1/α
n y)

−ϕ(s, Y j,ε
s− ))Ñ j(ds, dy)

R2 =
1

n

∫ t

0

n
∑

j=1

∫

|y|>ε
(1{(σε

s−
)−1(j)≤bcnc} − 1{(σε

s−
)−1(j)>bcnc})(ϕ(s, Y j,ε

s− + ν1/α
n y)

−ϕ(s, Y j,ε
s− ) − ∂xϕ(s, Y j,ε

s− )ν1/α
n y1{ν1/α

n |y|≤1})
Kdsdy

|y|1+α
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Under this notation one has

IEQn((R1)
2) =

1

n2

n
∑

j=1

∫ t

0

∫

|z|>ν
1/α
n ε

IEQn

(

(ϕ(s, Y j,ε
s− + z) − ϕ(s, Y j,ε

s− ))2
) νnKdsdz

|z|1+α

≤ Cνn

n

∫

IR

z2 ∧ 1

|z|1+α
dz

and

IEQn|R2| ≤ 1

n

n
∑

j=1

∫ t

0

∫

IR
IEQn

∣

∣

∣ϕ(s, Y j,ε
s− + z) − ϕ(s, Y j,ε

s− ) − ∂xϕ(s, Y j,ε
s− )z1{|z|≤1}

∣

∣

∣

×νnKds dz

|z|1+α

≤ Cνn

∫

IR

z2 ∧ 1

|z|1+α
dz.

♠
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