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Abstract

This paper deals with the rapid stabilization of a degenerate parabolic equation with a right Dirich-
let control. Our strategy consists in applying a backstepping strategy, which seeks to find an invertible
transformation mapping the degenerate parabolic equation to stabilize into an exponentially stable system
whose decay rate is known and as large as we desire. The transformation under consideration in this paper
is Fredholm. It involves a kernel solving itself another PDE, at least formally. The main goal of the paper is
to prove that the Fredholm transformation is well-defined, continuous and invertible in the natural energy
space. It allows us to deduce the rapid stabilization.
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1 Introduction

The topic of this paper is the stabilization of a degenerate parabolic equation with a right Dirichlet control.
Let α ∈ (0, 1). The PDE under investigation is written as follows:

∂tu = (xα∂xu)x, (t, x) ∈ (0, T )× (0, 1),

u(t, 0) = 0, u(t, 1) = U(t), t ∈ (0, T ),

u(0, x) = u0(x), x ∈ (0, 1),

(1)

where U denotes the control. The initial condition u0 will be chosen in L2(0, 1). A suitable functional setting
will be introduced in Section 2 and the well-posedness of (1) will also be justified in Section 5 when the
control U is chosen in an appropriate feedback form. Since α ∈ (0, 1), the equation corresponds to a“weakly
degenerate” case in the sense of [6].

In contrast with the null-controllability problem (which has been totally solved for any α ∈ (0, 1) in [7, 1]
for distributed controls, i.e. controls acting in a subdomain included in (0, 1), but the well-known extension
method also ensures null-controllability for a Dirichlet control at x = 1), the stabilization problem aims at
finding a control depending on the state of the system, leading to a feedback-law, so that the origin is expo-
nentially stable. We say that the system is in closed-loop when this control is defined in this fashion. One of
the main advantage of feedback laws is the robustness of the closed-loop system, i.e. the asymptotic stability
is preserved when the system is subject to some small disturbances.
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There exist many ways to define such a feedback-law for infinite-dimensional systems. Let us mention for
instance [27], where a Gramian approach is followed in order to stabilize rapidly abstract systems with un-
bounded controls, the computation of Lyapunov functionals for systems of first-order linear hyperbolic PDEs
[3] leading then to some feedback-law, or the backstepping technique (see for instance [17]), which is the tech-
nique that we want to apply to stabilize the origin of (1).

The backstepping technique consists in finding an integral transformation that maps a (possibly open-
loop unstable) system (which will be here (1)) into an exponentially stable system (which is called the target
system). In most cases, this integral transformation gives rise to a kernel solving a PDE. One of the main
challenges relies on the analysis of this latter PDE, that is most of the time not a classical one and therefore
requires to apply specific techniques. This analysis allows indeed to prove the continuity and the invertibil-
ity of the integral transformation, which leads to the exponential stability of the original system, (1) in our case.

The target system that we will consider in this paper is the following :
∂tv = (xα∂xv)x − λv, (t, x) ∈ (0, T )× (0, 1)

v(t, 0) = v(t, 1) = 0, t ∈ (0, T )

v(0, x) = v0(x), x ∈ (0, 1).

(2)

The initial condition v0 of this system is exponentially stable. Indeed, in a suitable functional setting that will

be defined later on, the time derivative of V (t) :=
∫ 1

0
v(t, x)2dx along the solutions to (2) yields, for all t ≥ 0,

d

dt
V (t) = 2

∫ 1

0

v(t, x)∂tv(t, x)dx

= 2

∫ 1

0

v(t, x) ((xα∂xv(t, x))x − λv(t, x)) dx

= −2

∫ 1

0

xα (∂xv(t, x))
2

dx− 2λ

∫ 1

0

v(t, x)2dx,

whence

d

dt
V (t) ≤ −2λV (t). (3)

Inequality (3) implies immediately the exponential stability of the origin with an exponential decay rate of
convergence λ, that we can choose as large as we want. This explains why this kind of stabilization method is
referred as a rapid stabilization.

The most popular integral transformations in the context of the backstepping of PDEs are the Volterra
and the Fredholm ones (see [17] and [9] for the Volterra transformation and the Fredholm one, respectively).
To the best of our knowledge, the Volterra transformation has been introduced in [24] and then popularized
by Miroslav Krstic and his co-authors (see e.g. [17] for a good overview of such a technique). The Fredholm
transformation that we will use here has then been applied independently on the Kuramoto-Sivashinky equa-
tion, Korteweg-de Vries equation in [12] and [11], respectively, and on some hyperbolic PDEs where appear
non-local terms in [4, 10]. Let us notice that this Fredholm transformation allows also to solve the stabiliza-
tion problem of some PDEs with distributed controls, such as the Schrödinger equation [9] and the transport
equation [30].

We also want to emphasize on the fact that the backstepping technique allows to solve the problem of the
null controllability, as illustrated for instance in [13], which focuses on a heat equation.

There exists already a vast literature dealing with the null-controllability of some degenerate parabolic
equations similar to (1), starting with the seminal work [6]. Dealing with this PDE is not an easy task, be-
cause the spatial operator vanishes at x = 0, which leads to technical difficulties for obtaining results in terms
of controllability. Furthermore, this imposes to work in a functional setting that is different from the usual
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Sobolev setting for the heat equation (i.e. a functional setting involving weighted Sobolev spaces, as we will
see later on). The weakly degenerate case that is of interest for us here has been totally solved in [7, 1], where
some global parabolic Carleman estimates (similar to the ones proved in [14] for the usual heat equation) are
derived to prove the null-controllability of a parabolic degenerate equation with a distributed control (and
as a consequence for Dirichlet boundary controls at x = 1 by the extension method). The proof of a null-
controllability result for a Dirichlet control at x = 1 has been solved in [16] thanks to the transmutation method.

More recently, these results have been improved in [5], where a Lebeau-Robbiano strategy (see [18, 19])
is followed in order to prove the finite-time stabilization of such a system, with distributed controls. Let us
mention that, in contrast with the null-controllability property, our result of rapid stabilization of (1) with
boundary control cannot be deduced from [5], since the extension method will not give a feedback law in this
context. In the case where the degeneracy occurs at both end-points, a result of distributed controllability has
been obtained in [22]. These results have been generalized in [21], based on the flatness approach, with very
general coefficients that can notably be weakly degenerate or singular at many points of the interval (0, 1).
The flatness approach has also been used successfully in [23] in the case of strong degeneracy (i.e. α ∈ [1, 2])
and boundary control at x = 1. For some generalizations in space dimension larger than 1, we refer to [8].

The aim of our article is to design a feedback law such that the resulting closed-loop system is exponentially
stabilized with an arbitrary decay rate. To the best of our knowledge, this result is new in the context
of boundary control of such an equation. This article is organized as follows: Section 2 is devoted to the
introduction of some concepts related to parabolic degenerate operator and to the statement of our main
results. Section 3 gives a a Riesz basis property for some family of functions {ψn}n∈N∗ closely related to
the kernel of our Fredholm transformation, and some consequences. Section 4 deals with the proof of the
continuity and the invertibility of the Fredholm operator that we consider to transform our system (1) into an
exponentially stable one. Finally, in Section 5, we prove our main result of rapid exponential stabilization.

2 Preliminaries and main results

In this section, we first recollect some results from [7, 16] dealing with the spectrum of degenerate parabolic
operators. Second, we introduce the transformation mapping from (1) to (2) and the involved kernel to be
solved. Third, we state the main results of our paper.

2.1 Some properties on the degenerate operator A

We recall some well-known facts that can for instance be found in [7]. For α ∈ (0, 1), define

H1
α(0, 1) := {f ∈ L2(0, 1) |xα/2f ′ ∈ L2(0, 1)},

endowed with the inner product

(f, g)H1
α

:=

∫ 1

0

fg + xαf ′g′ dx, f, g ∈ H1
α(0, 1).

We denote by || · ||H1
α

the corresponding norm. Notice that (H1
α(0, 1), (·, ·)H1

α
) is a Hilbert space. We can now

define
H1
α,0(0, 1) := {f ∈ H1

α(0, 1) | f(0) = f(1) = 0}.
We recall the following Hardy-Poincaré inequality:∫ 1

0

xα |f ′|2 dx ≥ (1− α)2

4

∫ 1

0

xα−2 |f |2 dx, ∀f ∈ C∞0 (0, 1]. (4)

Using the fact that xα−2 > 1 for x ∈ (0, 1), we obtain (since H1
α,0(0, 1) is the closure of C∞0 (0, 1) endowed

with the H1
α(0, 1) norm) ∫ 1

0

|f |2 dx ≤ 4

(1− α)2

∫ 1

0

xα|f ′|2 dx, ∀f ∈ H1
α,0(0, 1). (5)
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Finally, we define the following norm on H1
α,0(0, 1), which is equivalent to the restriction of the norm || · ||H1

α

on H1
α,0(0, 1) thanks to (5):

‖f‖2H1
α,0

:=

(∫ 1

0

xα|f ′|2 dx

)2

.

We define the unbounded operator A : D(A) ⊂ L2(0, 1)→ L2(0, 1) by:{
Au := (xαux)x,

D(A) := {u ∈ H1
α,0(0, 1) |xαux ∈ H1(0, 1)}.

The operator −A is self-adjoint, positive definite, and with compact resolvent. Therefore, there exists a Hilbert
basis {φn}n∈N∗ of L2(0, 1) and an increasing sequence (λn)n∈N∗ of real numbers (that can be proved to be
distinct) such that λn > 0, λn → +∞ and

−Aφn = λnφn. (6)

Before introducing the basis of this operator, let us recall some facts on Bessel functions (for more details on
the Bessel functions, we refer to [28]). For a complex number ν, Bessel functions of order ν are solutions of
the following second order ordinary differential equation:

x2y′′(x) + xy′(x) + (x2 − ν2)y(x) = 0, x ∈ (0,∞). (7)

In our analysis, we will focus on the Bessel functions of the first kind for ν > 0, that are finite at the origin
(in contrast with the Bessel functions of the second kind that diverge at x = 0, and are also solution of (7)).
One can define Bessel functions of the first kind by the following formula:

Jν(x) =
∑
m≥0

(−1)m

m!Γ(m+ ν + 1)

(x
2

)2m+ν

, x ∈ C,

where Γ(·) is the gamma function1. It can be proved that the function Jν has an infinite number of real zeros.
These zeros are all simple, with the possible exception of x = 0, depending on the value of ν.

We have the following formulas: for all (a, b) ∈ R2 such that a 6= b, one has∫ 1

0

xJν(ax)Jν(bx)dx =
1

a2 − b2
[bJν(a)J ′ν(b)− aJ ′ν(a)Jν(b)] , (8)

and ∫ 1

0

xJν(ax)2dx =
1

2

[(
1− ν2

a2

)
Jν(a)2 + J ′ν(a)2

]
. (9)

These two formulas come respectively from [20, Section 11.2, (2) and (4)]. We also have the following orthog-
onality property: ∫ 1

0

x1−αJv(jν,nx
κ)Jv(jν,mx

κ)dx =
δnm
2κ

[J ′ν(jν,n)]
2
, (10)

where (jν,n)n∈N∗ is the sequence of the (positive, simple and ordered in increasing order) zeros of Jν and δnm
is the Kronecker symbol, see [16, Section 4.3.1].

We follow here the description given in [16, Section 4.3.1] for the spectrum of −A. The eigenvalues of
−Aφn = λnφn satisfy the following boundary value problem{

−(xαφ′n(x))′ = λnφn(x), x ∈ (0, 1),

φn(0) = φn(1) = 0.
(11)

The solutions to
x2y′′ + axy′ + (bxl + c)y = 0, x ∈ R+, (12)

1Let us recall that the gamma function is defined as follows: Γ : z∈ {z ∈ C |Re(z) > 0} 7→
∫+∞
0 tz−1e−tdt ∈ R
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with a, b, c ∈ R and l ∈ R∗ are given by
y(x) = x

1−a
2 Zν(κ−1

√
bxκ), if b 6= 0,

y(x) = C1x
1−a+lν

2 + C2x
1−a−lν

2 , if b = 0 and ν 6= 0,

y(x) = x
1−a
2 (C1 + C2 log x) if b = ν = 0.

(13)

for C1, C2 ∈ R,

ν :=
1

l

√
(1− a)2 − 4c, κ :=

l

2
,

and for Zν a Bessel function of any kind. Therefore, (11) is the case where

a = α, b = λ, l = 2− α, c = 0,

which yields

ν :=
1− α
2− α

. (14)

We also introduce the parameter κ given by

κ :=
2− α

2
. (15)

We impose the boundary condition φn(0) by taking the Bessel function of the first kind Jν . Moreover, the
boundary condition φn(1) implies

λn := (κjν,n)2, n ∈ N∗. (16)

Finally, the normalization coming from (10) implies,

φn(x) =
(2κ)1/2

J ′ν(jν,n)
x(1−α)/2Jν(jν,nx

κ), x ∈ (0, 1), n ∈ N∗. (17)

Let us recall the expansion of the zeros of the Bessel functions for n→∞:

jν,n = π(n+ ν/2− 1/4)− 4ν2 − 1

8n
+O

(
1

n3

)
. (18)

Also recall that there exist two positive constants C1 and C2 such that

C1

√
1

jν,n
≤ |J ′ν(jν,n)| ≤ C2

√
1

jν,n
. (19)

Let us define now the derivative of φn evaluated at x = 1. It will be indeed useful in our analysis in the
sequel of the paper, since it corresponds to the location where is the control. Using the definition of φn(x)
given in (17), we obtain that its derivative with respect to x is as follows:

φ′n(x) =
(2κ)1/2

J ′ν(jν,n)

[
1− α

2
x−(1+α)/2Jν(jν,nx

κ) + x(1−α)/2jν,nJ
′
ν(jν,nx

κ)κx
−α
2

]
. (20)

Then, evaluating the latter expression at x = 1 and using the fact that jν,n are zeros of the Bessel function
Jν , one obtains

φ′n(1) = (2κ)1/2κjν,n. (21)

In all what follows, we will assume the following non-resonance property:

λn − λ 6= 0, λn − λ 6= λk for any k, n ∈ N∗. (22)

Notice that is it not a very restrictive condition since the set {λk − λn| k, n ∈ N∗} is discrete, so that λ can
always be perturbed by some ε > 0 as small as we want so that λ+ ε verifies (22).
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Let us finally remark that we can characterize D(A) and H1
α,0(0, 1) as follows:

D(A) =

{
f =

∞∑
n=1

anφn ∈ L2(0, 1)

∣∣∣∣∣
∞∑
n=1

λ2na
2
n <∞

}
,

so that

D(A)′ =

{
f =

∞∑
n=1

anφn ∈ D′(0, 1)

∣∣∣∣∣
∞∑
n=1

a2n
λ2n

<∞

}
, (23)

and

H1
α,0(0, 1) = D(A

1
2 ) =

{
f =

∞∑
n=1

anφn ∈ L2(0, 1)

∣∣∣∣∣
∞∑
n=1

λna
2
n <∞

}
,

so that

H1
α,0(0, 1)′ = D(A

1
2 )′ =

{
f =

∞∑
n=1

anφn ∈ D′(0, 1)

∣∣∣∣∣
∞∑
n=1

a2n
λn

<∞

}
. (24)

All these spaces are endowed with the natural scalar product induced by their definitions. We also emphasize
that the operator A can be uniquely extended from D(A1/2) to D(A1/2)′ and from L2(0, 1) to D(A)′ (see [26,
Section 3.4]). We still denote by A these extensions, which will be made clear by the context.

With all these notations, we can already state the following well-posedness result for (2) by applying
general results on semigroup theory on A − λ I : D(A) → L2(0, 1) and A − λ I : L2(0, 1) → D(A)′ (see e.g.
[26, Proposition 2.3.5]).

Proposition 1 For any v0 ∈ D(A), there exists a unique solution v to (2) verifying moreover

v ∈ C1([0,∞), L2(0, 1)) ∩ C0([0,∞), D(A)).

For any v0 ∈ L2(0, 1), there exists a unique solution v to (2) (the first line being verified in D(A)′ for any
t ∈ [0,∞)) verifying moreover

v ∈ C1([0,∞), D(A)′) ∩ C0([0,∞), L2(0, 1)).

Using Proposition 1 and a density argument, one can deduce the following exponential stability estimate.

Corollary 1 Every solution of (2) with initial condition v0 ∈ L2(0, 1) satisfies (3), where V (t) :=
∫ 1

0
v(t, x)2dx.

2.2 The operators T , K and B

Let k ∈ L2((0, 1)2), whose choice will be made precise later on. For f ∈ L2(0, 1), we introduce the transfor-
mation

g(·) = Tf : x 7→ f(x)−
∫ 1

0

k(x, y)f(y) dy. (25)

Notice that for any f ∈ L2(0, 1), T f ∈ L2(0, 1). For a solution u of (1), we introduce, for any time t ∈ [0,∞),

v(t, ·) = Tu(t, ·) : x 7→ u(t, x)−
∫ 1

0

k(x, y)u(t, y) dy. (26)

We would like to choose k ∈ L2((0, 1)2) in such a way that v verifies the target system (2), with initial condition

v0(x) = u0(x)−
∫ 1

0

k(x, y)u0(y) dy ∈ L2(0, 1).

Remark that the condition v(t, 0) = 0 is ensured as soon as k(0, y) = 0 on (0, 1). We obtain, formally, the
equation on the kernel k by taking the time derivative of (26), using (1) and (2), and performing integrations
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by parts:

(xαvx(t, x))x − λv(t, x) = (xαux(t, x))x −
∫ 1

0

k(x, y)(yαuy(t, y))y dy

⇒ (xαux(t, x))x − λu(t, x)−
∫ 1

0

((xαkx(x, y))x − λk(x, y))u(t, y) dy = (xαux(t, x))x −
∫ 1

0

k(x, y)(yαuy(t, y))y dy

⇒ −
∫ 1

0

((xαkx(x, y))x − λk(x, y))u(t, y) dy−λu(t, x) = −
∫ 1

0

(yαky(x, y))yu(t, y) dy,

provided that the kernel k satisfies the boundary conditions k(x, 0) = k(x, 1) = ky(x, 1) = 0. Adding the
compatibility condition k(0, y) = 0 to ensure that the transformation preserves v(0, t) = 0 for any positive t,
we finally impose the kernel k to satisfy the following PDE:

−(yαky(x, y))y + (xαkx(x, y))x − λk(x, y) = −λδ(x = y), (x, y) ∈ (0, 1)2,

k(0, y) = 0, y ∈ (0, 1),

k(x, 0) = k(x, 1) = 0, x ∈ (0, 1),

ky(x, 1) = 0, x ∈ (0, 1),

(27)

where δ(x = y) is the Dirac distribution on the hypersurface {(x, y) ∈ (0, 1)2, x = y}. Let us decompose
formally k (which is assumed to belong to L2((0, 1)× (0, 1))) as

k(x, y) =
∑
n∈N∗

ψn(x)φn(y), (28)

where, for all n ∈ N∗, φn are the eigenfunctions (17) associated with the operator −A introduced in (6).
Therefore, using the orthonormality (10) of the eigenfunctions φn, (27) is equivalent (in appropriate func-

tional spaces to be defined later on) to the following equation, that is defined, for any n ∈ N∗,
λnψn(x) + (xα∂xψn(x))x − λψn(x) = −λφn(x), x ∈ (0, 1),

ψn(0) = 0,∑
k∈N∗ ψk(x)φ′k(1) = 0, x ∈ (0, 1).

(29)

We simplify (29) by introducing the function ξn which is given by

ψn = φn − ξn.

Noticing that φn verifies (6), this implies that ξn satisfies
λnξn(x) + (xα∂xξn(x))x − λξn(x) = 0, x ∈ (0, 1),

ξn(0) = 0,∑
k∈N∗ ξk(x)φ′k(1) =

∑
k∈N∗ φk(x)φ′k(1), x ∈ (0, 1).

(30)

From (12), (13), the solutions to the first two equations of (30) can be written under the form

ξn(x) = cn
(2κ)1/2x(1−α)/2

J ′ν(jν,n)
Jν

(√
λn − λ
κ

xκ
)
, x ∈ (0, 1), n ∈ N∗, (31)

with cn ∈ R to be determined.

Remark 1 From the expression (31), we can already infer that ξn is pointwise close to φn, as

√
λn − λ
κ

∼ jν,n, as n→∞.
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This pointwise proximity shall be used to prove that

ξ̃n(x) =
(2κ)1/2x(1−α)/2

J ′ν(jν,n)
Jν

(√
λn − λ
κ

xκ
)
, x ∈ (0, 1), n ∈ N∗, (32)

is a Riesz basis in D(A1/2)′. Notice that the explicit representation (32) of ξ̃n allows us to confirm the general
rule of thumb for the construction of the Riesz basis: the first two equations of (30) are, roughly speaking,
almost equivalent to the eigenproblem −Aφn = λnφn as n → ∞, with the exception of the homogeneous
boundary condition at x = 1. We shall prove here that ξ̃n(1)→ 0 as n→∞, confirming the intuition that ξ̃n
solution to (30) is the sought Riesz basis. We highlight though that finer analysis, and especially the growth

of the eigenvalues λn with respect to n, is required to prove that the family ξ̃n is quadratically close to the
eigenfunctions.

Notice that in (31) and (32), if λ > λn, which might happen only for a finite number of λn, then
√
λn − λ

has to be understood as i
√
λ− λn.

We can now write ψn as
ψn = φn − cnξ̃n. (33)

To obtain a solution of (29), at least formally, it is necessary to deduce the existence of a sequence cn such
that the last equation of (30) is satisfied. In fact, as we will see, our strategy does not require to give an
appropriate meaning to the solutions of (27) and to solve explicitly this equation. What is important is to
ensure the existence of a solution to (29). We then define k by the formula (28), where ψn is given by (33)
and cn is such that (30) is verified. The transformation T is then given by (25). At this point, we only need to
ensure that k ∈ L2((0, 1)2). The fact that Tu is indeed a solution of (2) will be obtained by using an abstract
argument based on semigroup theory similar to the one developed in [9].

For our purposes, and following [9], we introduce the following operator:

K : f ∈ L2(0, 1) 7→
∫ 1

0

k(1, y)f(y)dy, (34)

where k is defined in (28). The fact that K is well-defined will be proved later on. To conclude, let us remind
that in this case, a duality argument enables us to define our control operator as

B : z ∈ R 7→ zδ′1 ∈ D(A)′, (35)

where δ1 is the Dirac measure at point 1. Indeed, recall that (35) means that for any ϕ ∈ D(A), ϕ′(1) exists
and for any z ∈ R,

〈Bz, ϕ〉D(A)′,D(A) = −zϕ′(1).

With these notations and setting U = Ku, equation (1) can be rewritten in an abstract way as{
∂tu = (A+BK)u, t ∈ (0, T )

u(0) = u0.

2.3 Main results

Following closely what has been done in [11], [12], [9], we need to prove several results in order to establish
that our system (1) is rapidly exponentially stabilized.

Theorem 1 (Properties of (30)) Assume that (22) holds. There exists a unique sequence (cn)n∈N∗ such
that

cn − 1 ∈ l2(N∗) (36)

and such that for any n ∈ N∗, the corresponding ψn defined in (33) verifies (29). Moreover, the corresponding
kernel k defined by the formula (28) verifies k ∈ L2((0, 1)2).
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The proof of Theorem 1 relies on the adaptation of the finite-dimensional strategy explained and proved
in [9, Section 1.2]. It is based on some spectral analysis involving a Riesz basis. In the infinite-dimensional
case, the analysis is more complicated, because the control operator needs to be unbounded and introduces
therefore regularity issues.

Theorem 2 (Continuity and invertibility of (25)) Assume that (22) holds. For the kernel k ∈ L2((0, 1)2)
given in Theorem 1, the operator T given by (25) is continuous from L2(0, 1) to L2(0, 1) and invertible.

The proof of Theorem 2 strongly relies on the theoretical operator approach developed in [9]. The main
difficulty is to prove the invertibility of (25) by first proving that T is a Fredholm operator and then proving
that T ∗ is one-to-one by studying its kernel.

Thanks to Theorems 1 and 2, we are able to deduce the rapid exponential stabilization of (1).

Theorem 3 (Rapid stabilization of (1)) For any λ > 0 verifying (22), there exists C(λ) > 0 and a feed-
back law U(t) = K(u(t)), where K ∈ L2(0, 1)′ is given by (34), such that for any u0 ∈ L2(0, 1), there exists a
unique solution u of (1) that verifies moreover: for any t > 0,

||u(t, ·)||L2(0,1) ≤ C(λ)||u0||L2(0,1)e
−λt.

Theorem 3 relies on an abstract strategy based on the semigroup theory together with the invertibility of
T and the dissipation estimate (3).

Remark 2 Let us mention that the abstract result given in [2, Theorem 1.6] can also be applied to obtain
Theorem 3, by a totally different technique : the feedback law is constructed by using the projection on the
eigenspaces associated to the eigenvalues verifying λn 6 λ. However, this construction depends heavily on
the localization of the eigenvalues and of the expression of the eigenvectors, and as λ → ∞, the number of
eigenvalues to be considered also goes to ∞. It implies that it may be difficult to implement this kind of
feedbacks in practice. Our proofs also rely strongly on the spectral decomposition of the operator A. However,
as soon as the existence and uniqueness of the kernel k and the invertibility of T are proved, the effective
implementation of the feedback can be done without using any spectral decomposition anymore. Hence, apart
from the intrinsic interest of illustrating on a new problem the versatility of the backstepping method, we
believe that our approach makes the construction of the feedback easier than the one in [2]. Moreover, since
our approach yields the existence of a Lyapunov function, we believe that the robustness with respect with small
perturbations is better in our case.

3 Existence of k

This section is devoted to the proof of Theorem 1. It is divided into two subsections: the first one tackles the
uniqueness property, while the second one deals with the existence and the desired regularity of k. Indeed, the
uniqueness will give us instructive informations to treat the existence part of our proof.

3.1 Uniqueness

Let us first address the uniqueness of the solution to (29). Using decomposition (33), we consider two sequences

(cn)n∈N∗ and (c̃n)n∈N∗ verifying (36), and such that ψn = φn − cnξ̃n and ψ̃n = φn − c̃nξ̃n verify (29). By
linearity,

ψ̂n := ψn − ψ̃n = (c̃n − cn) ξ̃n (37)

verifies 
λnψ̂n(x) + (xα∂xψ̂n(x))x − λψ̂n(x) = 0, x ∈ (0, 1),

ψ̂n(0) = 0,∑
n∈N∗ ψ̂n(x)φ′n(1) = 0, x ∈ (0, 1).

(38)

We can obtain that ψ̂n ≡ 0 by proving the following property:
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Lemma 1 The family {
√
λnξ̃n}n∈N∗ is a Riesz basis in D(A

1
2 )′.

Assume (for the moment) that Lemma 1 holds true. By (36), we observe that (c̃n − cn) ∈ l2(N∗). Since

{
√
λnξ̃n}n∈N∗ is a Riesz basis in D(A

1
2 )′, we deduce that∑
n∈N∗

(c̃n − cn)
√
λnξ̃n ∈ D(A

1
2 )′

and there exists a positive constant C such that∣∣∣∣∣
∣∣∣∣∣∑
n∈N∗

(c̃n − cn)
√
λnξ̃n(x)

∣∣∣∣∣
∣∣∣∣∣
2

D(A
1
2 )′

> C
∑
n∈N∗

(c̃n − cn)
2
. (39)

From (16) and (21), we have
(
φ′n(1)√
λn

)
∈ l∞(N∗). Hence, writing

(c̃n − cn) ξ̃n(x)φ′n(1) =

(
φ′n(1)√
λn

)
(c̃n − cn)

√
λnξ̃n(x)

and noticing that
{

(c̃n − cn)
φ′n(1)√
λn

}
∈ l2(N∗), we deduce by (37) and (39) that the last line of (38) holds if

and only if (c̃n − cn)
φ′n(1)√
λn

= 0 for all n ∈ N∗, i.e. cn = c̃n since φ′n(1) 6= 0 by (21). Coming back to (37), we

deduce that ψ̂n ≡ 0. Uniqueness of the solution of (29) is then proved.

The remaining parts of this section is devoted to the proof of Lemma 1. This proof relies on two fundamental
results on Riesz basis. Before recalling them, let us give a definition.

Definition 1 (ω-independent sequence) Let H be a Hilbert space and {gn} ⊂ H. The sequence {gn} is
said to be ω-independent if for any sequence (an)n∈N∗ of real numbers,∑

n∈N∗
angn = 0 and

∑
n∈N∗

|an|2||gn||2H <∞⇒ an = 0, ∀n ∈ N∗. (40)

Let us now state the two above mentioned results on Riesz basis.

Theorem 4 [29, Theorem 15] Let H be an infinite dimensional separable Hilbert space and let {en}n∈N∗ be a
Hilbert basis of H. If {gn}n∈N∗ is an ω-independent sequence quadratically close to {en}n∈N∗ , i.e.

∑
n∈N∗ ‖en−

gn‖2H < +∞, then {gn}n∈N∗ is a Riesz basis for H.

Theorem 5 Let H be an infinite dimensional separable Hilbert space and let {en}n∈N∗ be an Hilbert basis of
H. If {gn}n∈N∗ is complete in H and is quadratically close to {en}n∈N∗ , then {gn}n∈N∗ is a Riesz basis for H.

A proof of Theorem 5, stated as a remark in [15, Remark 2.1, p. 318], may be found in [9, Proof of Theorem
3.3]. We are now in position to prove Lemma 1.

Proof of Lemma 1. Firstly, we remark that by the definition of the norm on the space D(A
1
2 )′ defined

in (24), {
√
λnφn} is a Hilbert basis of D(A

1
2 )′. Our proof is divided into two steps. In a first step, we will

prove that {
√
λnξ̃n}n∈N is quadratically close to {

√
λnφn}n∈N, i.e.∑

n∈N∗
λn

∥∥∥φn − ξ̃n∥∥∥2
D
(
A

1
2

)′ < +∞. (41)

In a second step, we will use some spectral properties of degenerate parabolic equations and apply a contra-
diction argument in two different cases: the first one will apply Theorem 5, while the second one will apply
Theorem 4. This will allow us to conclude that {ξ̃n}n∈N∗ is a Riesz basis.

First step: {
√
λnξ̃n} is quadratically close to {

√
λnφn}. We remark that, for a fixed n ∈ N∗, we

have, from (17), (31), (32) and the fact the Bessel function is bounded on [0,∞),
√
λn

(
φn − ξ̃n

)
∈ L2(0, 1).

10



It implies that it is in D(A
1
2 )′. Hence, in order to prove (41), we can assume that we only consider the n large

enough such that λn − λ > 0, i.e.
√
λn − λ > 0. Let us prove that∑
λn>λ

λn

∥∥∥φn − ξ̃n∥∥∥2
D
(
A

1
2

)′ < +∞. (42)

One has by definition of the norm of D(A
1
2 )′:∑

λn>λ

λn

∥∥∥φn − ξ̃n∥∥∥2
D
(
A

1
2

)′ =
∑
λn>λ

∑
k∈N∗

λn
λk

∣∣∣〈(φn − ξ̃n) , φk〉∣∣∣2 . (43)

We introduce εn > 0 given by

εn := jν,n −
√
λn − λ
κ

= jν,n − jν,n

√
1− λ

(κjν,n)2
, (44)

where we have used the fact that λn is given by (16). From (18), we remark that for n→∞, jν,n = πn+O(1).
We deduce that

εn =
λ

2jν,nκ2
+O

(
1

n3

)
. (45)

Notably, by (18), we deduce that

εn = O
(

1

n

)
. (46)

Using (8), (9), (10), (16), (17) and the fact that jν,n are zeros of the Bessel function Jν , we obtain that:〈
(φn − ξ̃n), φk

〉
= 2κ

∫ 1

0

x(1−α)
(

1

J ′ν(jν,n)

[
Jν(jν,nx

κ)− Jν
(√

λn − λ
κ

xκ
)])

Jν(jν,kx
κ)

J ′ν(jν,k)
dx

= δkn − 2

∫ 1

0

y

(
1

J ′ν(jν,n)
Jν

(√
λn − λ
κ

y

))
Jν(jν,ky)

J ′ν(jν,k)
dy

= δkn −
2κ2

(λk − λn + λ)J ′ν(jν,n)J ′ν(jν,k)

[√
λn − λ
κ

Jν(jν,k)J ′ν

(√
λn − λ
κ

)
− jν,kJ ′ν(jν,k)Jν

(√
λn − λ
κ

)]
=

(
δkn +

2jν,kκ
2

(λk − λn + λ)J ′ν(jν,n)
Jν

(√
λn − λ
κ

))
(47)

Using (16) together with the definition of εn given in (44), we can apply a Taylor expansion and deduce that
there exists en ∈ [jν,n − εn, jν,n] such that(

1 +
2jν,nκ

2

λJ ′ν(jν,n)
Jν

(√
λn − λ
κ

))
=

(
1 +

2jν,nκ
2

λJ ′ν(jν,n)

(
−εnJ ′ν(jν,n) +

ε2n
2
J ′′ν (en)

))
. (48)

Using the fact that Bessel functions are solution of (7) and the fact that jν,n are zeros of the Bessel functions,
we deduce that

j2ν,nJ
′′
ν (jν,n) + jν,nJ

′
ν(jν,n) = 0. (49)

Since Jν and J ′ν are bounded on (0,∞), J ′′ν is also bounded on (0,∞) by (7), and differentiating (7) also
implies that J ′′′ν is bounded on (0,∞). Hence, using the Taylor expansion, the definition of en and (46), we
obtain J ′′ν (en) = J ′′ν (jν,n) +O

(
1
n3

)
. Hence, by (49), (18) and (19), we have

J ′′ν (en) ∼n→∞ −
J ′ν(jν,n)

jν,n
. (50)

Coming back to (48), using (50), (46), (18) and (19), we deduce that〈
(φn − ξ̃n), φn

〉
=

(
1 +

2jν,nκ
2

λJ ′ν(jν,n)
Jν

(√
λn − λ
κ

))
= 1− 1 +O

(
1

n2

)
+O

(
1

n2

)
= O

(
1

n2

)
. (51)
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Notice also that the above computations easily lead to the following estimation:

Jν

(√
λn − λ
κ

)
= O

(
1

n
3
2

)
and

1

n
3
2

= O
(
Jν

(√
λn − λ
κ

))
. (52)

Hence, using (52), we deduce that for n 6= k, we have∣∣∣∣〈√λn√
λk

(
φn − ξ̃n

)
, φk

〉∣∣∣∣ =

√
λn√
λk

2jν,kκ
2

|(λk − λn + λ)J ′ν(jν,n)|
O
(

1

n
3
2

)
. (53)

By (16) and (18), we have √
λn√
λk

6
Cn

k
,

where, here and below, C > 0 is any positive constant depending on κ and λ but not on k nor n. Moreover,
by (19) and (18), we have

jν,k
|J ′ν(jν,n)|

6 Ck
√
n.

Hence, from (53), we obtain for the moment∣∣∣∣〈√λn√
λk

(
φn − ξ̃n

)
, φk

〉∣∣∣∣ 6 C

|(λk − λn + λ)|
.

It remains to estimate |(λk − λn + λ)|. By (22), (16) and (18), we also have

|(λk − λn + λ)| > C|k2 − n2|

Hence, we have ∣∣∣∣〈√λn√
λk

(
φn − ξ̃n

)
, φk

〉∣∣∣∣ 6 C

|k2 − n2|
. (54)

Let us decompose the following sum as follows:∑
k∈N∗
n 6=k

1

|k2 − n2|2
=

∑
16k<n

1

|k2 − n2|2
+

∑
n<k62n

1

|k2 − n2|2
+
∑
k>2n

1

|k2 − n2|2
.

The first sum can be estimated as follows:∑
16k<n

1

|k2 − n2|2
=

∑
16k<n

1

|k + n|2 |k − n|2
6

1

n2

∑
16k6n−1

1

|n− k|2
6

1

n2

∑
16j6n−1

1

j2
6

C

n2
.

The second sum can be estimated in the same way:∑
n<k62n

1

|k2 − n2|2
=

∑
n<k62n

1

|k + n|2 |n− k|2
6

1

n2

∑
n+16k62n

1

|n− k|2
6

1

n2

∑
16j6n−1

1

j2
6

C

n2
.

The last sum is easier to estimate and we have∑
k>2n

1

|k2 − n2|2
6
∑
k>2n

16

9k4
6

C

n3 .

Combining the previous estimates, we deduce that∑
k∈N∗
k 6=n

1

|k2 − n2|2
6

C

n2
. (55)
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Coming back to (43) and using (51), (54) together with (52) and (55), we obtain that (41) is verified.

Second step: {
√
λnξ̃n} is complete or ω-independent in D(A

1
2 )′.

We now follow closely the strategy proposed by [11]. Let us consider some b that satisfies{
(xα∂xb)x = 0, x ∈ (0, 1),

b(0) = 0, b(1) = 1.
(56)

Notice that by (35), the term b appears in the abstract representation of solutions to (1):

∂tu(t) = Au(t) +Bv(t), with A−1B = −b. (57)

This form is similar to the one in [11, Equation 2.57]. One can solve explicitly the above boundary value
problem and deduce that b(x) = x1−α. Notably, b ∈ L2(0, 1) and we can decompose b as b =

∑
n∈N∗ bnφn,

with (bn)n∈N∗ ∈ l2(N∗). The coefficients bn can be expressed as

bn =

∫ 1

0

x1−αφn(x) dx = − 1

λn

∫ 1

0

x1−α(xαφ′n)′ dx. (58)

An integration by parts gives

bn = − 1

λn

(
[xφ′n]10 −

∫ 1

0

(1− α)φ′n dx

)
= −φ

′
n(1)

λn
+

1− α
λn

[φn]10 =
φ′n(1)

λn
. (59)

From (19), we deduce that, for all n ∈ N∗, bn 6= 0. Now, we remark that by (32), we have

ξ̃n(1) =
(2κ)1/2

J ′ν(jν,n)
Jν

(√
λn − λ
κ

)
, n ∈ N∗.

From now on, let us denote

βn :=
(2κ)1/2

J ′ν(jν,n)
Jν

(√
λn − λ
κ

)
, n ∈ N∗, (60)

so that βn = ξ̃n(1). Let us introduce the auxiliary function

ηn = ξ̃n − βnb. (61)

From (29), (33) and (56), it is clear that ηn verifies
λnηn(x) + (xα∂xηn(x))x − ληn(x) = −(λn − λ)βnb, x ∈ (0, 1),

ηn(0) = 0,

ηn(1) = 0.

In other words, ηn ∈ D(A) and ηn verifies

−Aηn = (λn − λ)ηn + (λn − λ)βnb. (62)

Let us first prove that {ξ̃n} is complete or ω-independent in L2(0, L), which will be enough to prove the desired
result. Let us consider some sequence (an)n∈N∗ ∈ RN∗ such that∑

n∈N∗
|an|2||ξ̃n||2L2(0,1) <∞ (63)

and ∑
n∈N∗

anξ̃n = 0. (64)
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Using (32) together with (9) together with the change of variables y = xκ, we remark that

||ξ̃n||2L2(0,1) =
1

|J ′ν(jν,n)|2

((
1− νκ2

λn − λ

) ∣∣∣∣Jν (√λn − λκ

)∣∣∣∣2 +

∣∣∣∣J ′ν (√λn − λκ

)∣∣∣∣2
)
.

Notably, for n large enough and using (44) and (45) (which implies that

∣∣∣∣J ′ν (√λn − λκ

)
− J ′ν (jν,n)

∣∣∣∣ → 0 as

n→∞),

||ξ̃n||2L2(0,1) >
1

2|J ′ν(jν,n)|2

∣∣∣∣J ′ν (√λn − λκ

)∣∣∣∣2 >
C|J ′ν(jν,n)|2

|J ′ν(jν,n)|2
> C,

for some C > 0 independent on n. We deduce by (63) that (an)n∈N∗ ∈ l2(N∗,R). Moreover, from (60), (52),
(18) and (19), we have βn = O

(
1
n

)
. This means in particular that (βn)n∈N∗ ∈ l2(N∗,R). Hence, using (61)

and (64), we have ∑
n∈N∗

anηn +

(∑
n∈N∗

anβn

)
b = 0. (65)

From equation (62), we deduce that

−A−1ηn =
1

λn − λ
ηn + βnA

−1b. (66)

Applying −A−1 on each side of (65) and using (66), we deduce that∑
n∈N∗

an
λn − λ

ηn = 0. (67)

Using (61) in equality (67), we deduce that

∑
n∈N∗

an
λn − λ

ξ̃n −

(∑
n∈N∗

an
βn

λn − λ

)
b = 0. (68)

Now, applying −A−1 on each side of (67) and using one more time (66), we deduce that

∑
n∈N∗

an
(λn − λ)2

ηn −

(∑
n∈N∗

an
βn

λn − λ

)
A−1b = 0. (69)

Using one more time relation (61) in (69), we deduce that

∑
n∈N∗

an
(λn − λ)2

ξ̃n −

(∑
n∈N∗

anβn
(λn − λ)2

)
b−

(∑
n∈N∗

an
βn

λn − λ

)
A−1b = 0. (70)

Therefore, we can obtain by induction that for any p ∈ N,

∑
n∈N∗

an
(λn − λ)p

ξ̃n =

p∑
j=1

(∑
n∈N∗

anβn
(λn − λ)j

)
Aj−pb (71)

holds (with the usual convention that the sum from 1 to 0 equals zero, according to (64)).
We distinguish here two cases.

First case: Suppose that one of the coefficient in the right-hand side of (71) does not vanish. This implies
that there exists j ∈ N∗ such that ∑

n∈N∗

anβn
(λn − λ)j

6= 0. (72)
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Since (71) holds for any p ∈ N, this coefficient appears in (71) in front of (−A)j−pb for all p such that p ≥ j.
In particular, the case j = p yields a relation between {ξ̃n}n∈N and b that allows us to prove that {ξ̃n}n∈N is
a Riesz basis. The proof relies on the explicit form of b. We begin with the case j = 1. Assume∑

n∈N∗

anβn
λn − λ

6= 0.

Since this coefficient appears in the right-hand side of (71), for any p ∈ N, we choose p = 1, yielding

∑
n∈N∗

an
(λn − λ)

ξ̃n =

(∑
n∈N∗

anβn
(λn − λ)

)
b. (73)

Hence, b ⊂ span{ξ̃n}n∈N∗ .
We easily deduce by starting from the case p = 1 and using an induction argument that for any k ∈ N, we

have
{A−kb}k∈N ⊂ span{ξ̃n}n∈N∗ . (74)

Let us consider some d ∈ L2(0, 1) such that d ∈
(

span{ξ̃n}n∈N∗
)⊥

, i.e. verifying

〈h, d〉L2(0,1) = 0, ∀h ∈ span{ξ̃n}n∈N∗ .

From (74), we deduce that 〈A−pb, d〉L2(0,1) = 0, for all p ∈ N. Writing d =
∑
n∈N∗ dnφn for some (dn)n∈N∗ ∈

l2(N∗), we obtain that, for every p ∈ N, ∑
n∈N∗

λ−pn bndn = 0. (75)

We define the complex function G : C→ C as

z ∈ C 7→ G(z) =
∑
n∈N∗

dnbne
z/λn ∈ C.

Since (dn)n∈N∗ ∈ l2(N∗), (bn)n∈N∗ ∈ l2(N∗) and since there exists some positive constant C such that, for any
n ∈ N∗, we have λn > C, the function G is an entire function (by uniform convergence on compact sets).
Moreover, using (75), we have, for any p ∈ N

G(p)(0) =
∑
n∈N∗

λ−pn bndn = 0.

Therefore, because G is an entire function, G ≡ 0. This implies that, for any n ∈ N∗, we have bndn = 0.
Indeed, assume b1d1 6= 0. Then, dividing G by ez/λ1 ,

G(z) ≡ 0 = bndn +
∑
n≥2

bndne
((λ1−λn)z)/(λ1λn).

Since λ1 − λn < 0, n ≥ 2, letting z = x + iy be such that y = 0 and x → ∞ implies b1d1 = 0. Iterating this
process for all n ∈ N∗ implies bndn = 0,∀n ∈ N∗ .

However, since bn 6= 0 for any n ∈ N∗, we deduce that dn = 0 for any n ∈ N∗. Hence, we also obtain, in
the Hilbert space L2(0, 1), that (

span{ξ̃n}n∈N∗
)⊥

= {0},

which exactly means that {ξ̃n}n∈N∗ is complete in L2(0, 1).

Since L2(0, 1) is dense in D(A
1
2 )′ and || · ||2

D(A
1
2 )′

6 1
λ1
|| · ||2L2(0,1), it is easy to deduce that {ξ̃n}n∈N∗ is also

complete in the space D(A
1
2 )′, so that {

√
λnξ̃n} is indeed complete in D(A

1
2 )′ (because both families have the

same linear span). Since {
√
λnξ̃n} is quadratically close to {

√
λnφn} in D(A

1
2 )′, it is a Riesz basis of D(A

1
2 )′
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by Theorem 5.

We now turn to the general case. Denote j0 ∈ N∗ the first integer such that∑
n∈N∗

anβn
(λn − λ)j0

6= 0. (76)

Then, choosing p = j0 in (71) implies

∑
n∈N∗

an
(λn − λ)j0

ξ̃n =

(∑
n∈N∗

anβn
(λn − λ)j0

)
b, (77)

as, by assumption, all the coefficients in the sum of the right-hand side of (71) vanish for j < j0. Hence, one

deduce once again that b ⊂ span{ξ̃n}n∈N∗ , and by applying iteratively A−1 to (77), A−kbk∈N ⊂ span{ξ̃n}n∈N∗ .
Using the construction above yields the conclusion that {

√
λnξ̃n}n∈N is a Riesz basis of D(A

1
2 )′. By the

definition of j0, this procedure proves that {
√
λnξ̃n}n∈N is a Riesz basis of D(A

1
2 )′ whenever j0 ∈ N∗ is such

that (76) holds.
Second case: Hence, we can assume from now on that∑

n∈N∗

anβn
(λn − λ)p

= 0, ∀p ∈ N∗. (78)

Under the same methodology than the one used earlier, define the complex function G̃ : C→ C

z ∈ C 7→ G̃(z) =
∑
n∈N∗

anβn
λn − λ

ez/(λn−λ) ∈ C.

Thanks to the definition of βn given in (60) together with hypothesis (22) and relation (16), we observe that√
λn−λ
κ cannot be a zero of Jν , so that βn 6= 0, for any n ∈ N∗. Moreover, ( 1

λ−λn )n∈N∗ ∈ l∞(N∗) thanks to the
non-resonance assumption (22) and the fact that λn → ∞ as n → ∞ by (16) and (18). Hence, as before, we
can prove easily that the function G̃ is an entire function (by uniform convergence on compact sets). Moreover,
from (78), G̃(p)(0) = 0,∀p ∈ N∗ and therefore G̃ ≡ 0. This exactly means that for any n ∈ N∗, we have

anβn
λn − λ

= 0.

Since βn 6= 0,∀n ∈ N∗, we deduce that an = 0,∀n ∈ N∗, which achieves the proof. Indeed, if (78) is

satisfied, we proved that the family {ξ̃n}n∈N∗ is ω-independent in L2(0, 1). We easily deduce that {
√
λnξ̃n} is

also ω-independent in D(A
1
2 )′. Since {

√
λnξ̃n} is quadratically close to {

√
λnφn}, it is a Riesz basis of D(A

1
2 )′

by Theorem 5.

3.2 Existence

To obtain a solution of (29), it is necessary to deduce the existence of a sequence cn such that the last equation
of (30) is satisfied (remind the definition (32) and the relation (33)). As in [9], [11] or [12], the difficulty is that
the right-hand side of the last equation of (30) is not in the appropriate space to use the Riesz basis property.
We circumvent this issue by writing the last line of (30) as follows:∑

n∈N∗
cnξ̃n(x)φ′n(1) =

∑
n∈N∗

φ′n(1)φn(x) =
∑
n∈N∗

φ′n(1)
[
ξ̃n(x) + φn(x)− ξ̃n(x)

]
. (79)

We obtain the decomposition of the sequence cn by stating the following property:∑
n∈N∗

|φ′n(1)|2
∥∥∥φn − ξ̃n∥∥∥2

D
(
A

1
2

)′ < +∞, (80)
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which is a consequence of the Riesz basis property (41) together with (16) and (21) as already explained in
Section 3.1. Write cn = 1 + dn, which reduces (79) to∑

n∈N∗
φ′n(1)dnξ̃n(x) =

∑
n∈N∗

φ′n(1)
[
φn(x)− ξ̃n(x)

]
. (81)

From (80), (16), (21), the definition of D(A
1
2 )′ given in (24) and the Riesz basis provided by Lemma 1, we

know that there exists (d̃n)n∈N∗ ∈ `2(N∗) such that∑
n∈N∗

φ′n(1)
(
φn − ξ̃n

)
=
∑
n∈N∗

√
λnd̃nξ̃n,

i.e. ∑
n∈N∗

φ′n(1)
(
φn − ξ̃n

)
=
∑
n∈N∗

φ′n(1)

√
λnd̃n
φ′n(1)

ξ̃n.

Using (21), (16) and (18) , we deduce that
√
λn

φ′n(1)
= O(1), so that we can set

dn =

√
λnd̃n
φ′n(1)

and (dn)n∈N∗ ∈ `2(N∗).

Hence, in accordance with (28) and (33), we define the kernel k as

k(x, y) =
∑
n∈N∗

(
φn(x)− ξ̃n(x)− dnξ̃n(x)

)
φn(y). (82)

Let us prove that k ∈ L2((0, 1)2), which will conclude the proof of Theorem 1. Firstly, we will prove that ξ̃n
is quadratically close to φn in L2(0, 1)2, i.e.∑

n∈N∗
‖φn − ξ̃n‖2L2(0,1) < +∞. (83)

As already explained, we can assume that we only consider the n large enough such that λn − λ > 0, i.e.√
λn − λ > 0. Hence, we will prove that ∑

λn>λ

‖φn − ξ̃n‖2L2(0,1) < +∞. (84)

From (8) and (9), the fact jν,n is a root of Jν and the definition of κ given in (15), we have

‖φn − ξ̃n‖2L2(0,1) =
2κ

|J ′ν(jν,n)|2

∫ 1

0

∣∣∣∣x(1−α)/2(Jν(jν,nx
κ)− Jν

(√
λn − λ
κ

xκ
))∣∣∣∣2 dx

=
2

|J ′ν(jν,n)|2

∫ 1

0

y

∣∣∣∣Jν(jν,ny)− Jν
(√

λn − λ
κ

y

)∣∣∣∣2 dy

=
1

|J ′ν(jν,n)|2

(
|J ′ν(jν,n)|2 +

4jν,nκ
2

λ
J ′ν(jν,n)Jν

(√
λn − λ
κ

)
+

(
1− ν2κ2

λn − λ

) ∣∣∣∣Jν (√λn − λκ

)∣∣∣∣2 +

∣∣∣∣J ′ν (√λn − λκ

)∣∣∣∣2
)
,

where we used the change of variables y = xκ in the second line.
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Using εn > 0 introduced in (44) and Taylor expansions, we deduce that there exists en, ẽn ∈ [jν,n−εn, jν,n]
such that

‖φn − ξ̃n‖2L2(0,1) =
1

|J ′ν(jν,n)|2

(
|J ′ν(jν,n)|2 +

4jν,nκ
2

λ
J ′ν(jν,n)Jν (jν,n − εn)

+

(
1− ν2κ2

λn − λ

)
|Jν (jν,n − εn)|2 + |J ′ν (jν,n − εn)|2

)
=

1

|J ′ν(jν,n)|2

(
|J ′ν(jν,n)|2 +

4jν,nκ
2

λ
J ′ν(jν,n)[−J ′ν(jν,n)εn + J ′′ν (en)

ε2n
2

]

+

(
1− ν2κ2

λn − λ

) ∣∣∣∣−J ′ν(jν,n)εn + J ′′ν (en)
ε2n
2

∣∣∣∣2 + |J ′ν(jν,n)− J ′′ν (ẽn)εn|
2

)

Using a reasoning already performed to obtain (50), we obtain

J ′′ν (en) = O
(

1

n
3
2

)
and J ′′ν (ẽn) = O

(
1

n
3
2

)
. (85)

Using (18), (19), (45), (46) and (50) in the previous computations, we deduce that

‖φn − ξ̃n‖2L2(0,1) =
1

|J ′ν(jν,n)|2

(
J ′ν(jν,n)2 − 2J ′ν(jν,n)2 +O

(
1

n3

)
+O

(
1

n
7
2

)
+O

(
1

n3

)
+ J ′ν(jν,n)2 +O

(
1

n3

)
+O

(
1

n5

))
=

1

|J ′ν(jν,n)|2
O
(

1

n3

)
.

Finally, using once again (18) and (19), we infer that there exists C > 0 such that for any n ∈ N∗,

‖φn − ξ̃n‖2L2(0,1) 6
C

n2
, (86)

which gives (84) and, hence, proves our result (83). Since {φn}n∈N is a Hilbert basis of L2(0, 1), we have, by
using (86),

||φn − ξ̃n − dnξ̃n||2L2(0,1) 6 2
(
||φn − ξ̃n||2L2(0,1) + |dn|2||ξ̃n||2L2(0,1)

)
6 2

(
||φn − ξ̃n||2L2(0,1) + 2|dn|2||ξ̃n − φn||2L2(0,1) + 2|dn|2||φn||2L2(0,1)

)
6 2

(
C

n2
+ 2C

|dn|2

n2
+ 2|dn|2

)
.

Hence, we have obtained that there exists C ′ > 0 such that for any n ∈ N∗,

||ψn||2L2(0,L) = ||φn − ξ̃n − dnξ̃n||2L2(0,1) 6 C ′
(

1

n2
+ d2n

)
. (87)

From (82) and (87), we deduce that

||k||2L2((0,1)2) =
∑
n∈N∗

||φn − ξ̃n − dnξ̃n||2L2(0,1) <∞.

This concludes the proof of Theorem 1.

Remark 3 Notice that the sequence {cn} does not belong to `2(N) but to `∞(N). As it will be shown Proposi-
tion 5, it is sufficient to prove that the transformation T is continuous from L2(0, 1) into itself. Moreover, if
{cn} were to be in `2(R), then one would obtain that T is compact and therefore not invertible in L2(0, 1).
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4 Properties of the transformation

This section is devoted to the analysis and the proof of some properties of the transformation T . It is indeed
crucial to prove that this transformation T is continuous and invertible to ensure that the original system (1)
is stabilized with the desired decay rate. We start by stating and proving the continuity of the operator and
pursue by stating and proving the invertibility of the operator. The invertibility is proved thanks to some
special properties satisfied by Fredholm operators, which requires to prove that the transformation T that we
consider is Fredholm.

4.1 Continuity

We begin this section by proving that T defined in (25) verifies T ∈ L(L2(0, 1)) (the linear continuous functions
from L2(0, 1) on itself) and K defined in (34) is well-defined and verifies K ∈ L(L2(0, 1);R). In the following,
given a Hilbert space H, we denote by L(H) the space of continous linear operators from H to H

Proposition 2 The transformation T belongs to L(L2(0, 1)).

Proof of Proposition 2. Let f ∈ L2(0, 1). Then, by (25), for x ∈ (0, 1), we have

Tf(x) = f(x)−
∫ 1

0

k(x, y)f(y) dy.

The identity operator IL2(0,1) : L2(0, 1)→ L2(0, 1) is of course continuous from L2(0, 1) into L2(0, 1). Moreover,

since ||k||2L2((0,1)2) < ∞, it is standard to deduce that f ∈ L2(0, 1) 7→
∫ 1

0
k(·, y)f(y) dy is a linear continuous

operator from L2(0, 1) into L2(0, 1), which concludes the proof.

Lemma 2 The operator K is well-defined and belongs to L(L2(0, 1);R).

Proof of Lemma 2. Let f ∈ L2(0, 1). From (28), we have

Kf =

∫ 1

0

k(1, y)f(y)dy =
∑
n∈N∗

ψn(1) < f, φn >, (88)

as soon as this last quantity turns out to be finite. Let us prove the following lemma.

Lemma 3 The sequence (ψn(1))n∈N∗ belongs to `2(N∗).

Proof of Lemma 3. Recall that by (32), (33) and the definition of εn given in (44), we have

|ψn(1)| =
∣∣∣∣−cn (2κ)1/2

J ′ν(jν,n)
Jν

(√
λn − λ
κ

)∣∣∣∣ ≤ C ∣∣∣∣−cn (2κ)1/2

J ′ν(jν,n)
J ′ν(jν,n)εn

∣∣∣∣ ≤ C|cn|εn.
Since the sequence (εn)n∈N∗ belongs to `2(N∗) by (46) and (cn)n∈N∗ belongs to l∞(N∗) by (36), this concludes

our proof of Lemma 3.

From Lemma 3, {ψn(1)}n∈N∗ ∈ `2(R) and we also have (〈f, φn〉)n∈N∗ ∈ `2(R) since f ∈ L2(0, 1). Therefore,
we deduce by the Cauchy-Schwarz inequality that K belongs to L(L2(0, 1);R). This concludes the proof of
Lemma 2.

4.2 Operator equalities

In this section we provide the functional framework for the equalities

T (A+BK) = (A− λI)T and TB = B.

We recall that these equalities will be used later on to prove the invertibility.
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Proposition 3 The operator T defined by (26) and (28) can be uniquely extended as a linear continuous
operator from D(A)′ to D(A)′ verifying the functional identity TB = B in D(A)′.

Proof of Proposition 3. All along the proof of this proposition, we use the notation C for any positive
constant which does not depend neither on k nor on n. For f ∈ L2(0, 1) =

∑
n∈N∗ anφn, by (25) and (28), we

have
Tf = f −

∑
n∈N∗

anψn.

Hence, for f =
∑
n∈N∗ anφn ∈ D(A)′, it is reasonable to define Tf as

Tf = f −
∑
n∈N∗

anψn.

We have: ∥∥∥∥∥∑
n∈N∗

anψn

∥∥∥∥∥
2

D(A)′

=
∑
k∈N∗

1

λ2k

(∑
n∈N∗
〈anφk, ψn〉L2(0,1)

)2

. (89)

Recalling that ψn = φn − (1 + dn)ξ̃n, and following the same strategy than the one used to obtain (47), we
end up with

〈φk, ψn〉L2(0,1) = δkn + (1 + dn)
2jν,κ

(λk − λn + λ)J ′ν(jν,n)
Jν

(√
λn − λ
κ

)
(90)

Concerning the case n = k, by (51) and the fact that 〈φn, φn〉 = 1, we deduce notably that

〈φn, ξ̃n〉L2(0,1) = 1 +O
(

1

n2

)
= O(1).

Combining this with (51), we deduce that

〈φn, ψn〉L2(0,1) = O
(

1

n2

)
+ dnO(1) = O(1),

since l2(N∗) ⊂ l∞(N∗). By the above estimation, we have for some C > 0,

∑
n∈N∗

1

λ2n
a2n〈φn, ψn〉2L2(0,1) 6 C

∑
n∈N∗

a2n
n4

= C||f ||2D(A)′ <∞

by the definition of D(A)′ given in (23).

Let us treat now the case where n 6= k. From (54) and (90), one has

〈φk, ψn〉L2(0,1) ≤ C(1 + dn)
k

n(|k2 − n2|)
(91)

Then, from (91) and the Cauchy-Schwarz’s inequality

∑
k∈N∗

1

λ2k

∑
n 6=k

an〈φk, ψn〉L2(0,1)

2

≤C
∑
k∈N∗

1

λ2k

∑
n 6=k

an
n2

(1 + dn)
kn

|k2 − n2|

2

≤C

∑
k∈N∗

1

λ2k
k2
∑
n 6=k

n2

|k2 − n2|2

∑
n6=k

a2n
n4

 .

≤C

∑
k∈N∗

1

λ2k
k2
∑
n 6=k

n2

|k2 − n2|2

 ||f ||2D(A)′ ,

(92)
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since (1 + dn)n∈N ∈ l∞(N∗) and by definition of the norm || · ||D(A)′ given in (23).
It remains to estimate ∑

k∈N∗

1

λ2k
k2
∑
n 6=k

n2

|k2 − n2|2
.

We remark that ∑
n∈N∗
n6=k

n2

|k2 − n2|2
=

∑
1<n<k

n2

|k2 − n2|2
+

∑
k<n≤2k

n2

|k2 − n2|2
+
∑
n>2k

n2

|k2 − n2|2
. (93)

We have ∑
1≤n<k

n2

|k2 − n2|2
=

∑
1≤n<k

n2

|k − n|2|k + n|2
≤

∑
1≤n<k

1

|k − n|2
≤

∑
1≤j<k−1

1

j2
≤ C

The same reasoning leads to ∑
k<n<2k

n2

|k2 − n2|2
≤ C.

The last term verifies ∑
n>2k

n2

|k2 − n2|2
≤
∑
n>2k

16n2

9n4
≤ C

k
.

Finally, gathering all the bounds given above, one ends up with∑
n∈N∗
n6=k

n2

|k2 − n2|2
≤ C.

Recalling (16) and (18), we can deduce that when n 6= k,

∑
k∈N∗

1

λ2k

∑
n∈N∗
n6=k

an〈φk, ψn〉L2(0,1)


2

6 C
∑
k∈N∗

1

k2
||f ||2D(A)′ 6 C||f ||2D(A)′ . (94)

Combining (92) and (94), we deduce that T : D(A)′ → D(A)′ and T is continuous. The fact that the extension
is unique is now straightforward by density of L2(0, 1) in D(A)′. We now turn to the equality TB = B in
D(A)′. First notice that

T ∗f = f −
∫ 1

0

k(y, x)f(y)dy,

Therefore, for B ∈ D(A)′ defined by (35) and using the representation of the kernel (28), we have, for any
n ∈ N∗,

〈TB, φn〉D(A)′,D(A) = φ′n(1)−
∑
k∈N∗
〈ψk, φn〉L2(0,1)φ

′
k(1).

From the last line of (29), we deduce that

〈TB, φn〉D(A)′,D(A) = φ′n(1) = 〈B,φn〉D(A)′,D(A),

from which we deduce our result.
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Let us now introduce the space

H1
α,L(0, 1) := {f ∈ H1

α(0, 1) | f(0) = 0}

and
D(A)L := {f ∈ H1

α,L(0, 1) |xαfx ∈ H1(0, 1)}.
Finally, we define

D(A+BK) = {f ∈ D(A)L | f(1) = Kf},
where K has been introduced in (34). Let us recall that, for f ∈ D(A+BK) and g ∈ L2(0, 1), (A+BK)f = g
is equivalent to 

(xα∂xf)x = g, x ∈ (0, 1)

f(0) = 0,

f(1) = K(f).

(95)

We now turn to the operator equality.

Proposition 4 For f ∈ D(A+BK), we have

T (A+BK)f = (A− λI)Tf in L2(0, 1).

Proof of Proposition 4.
Let f ∈ D(A + BK). We recall that (A + BK)f = g, for g ∈ L2(0, 1) if and only if (95) is satisfied.

Note first that, using the last line of (29), which lies in D(A)′, and making the duality product with φk where
k ∈ N∗, one can deduce that ∑

n∈N∗
〈ψn, φk〉φ′n(1) = 0, ∀k ∈ N∗ (96)

Moreover, by integrations by parts and using the last line of (95), we obtain that

〈(A+BK)f, φn〉 = 〈(xα∂xf)x, φn〉 = 〈f, (xα∂xφn)x〉 −K(f)φ′n(1) = −λn〈f, φn〉 −K(f)φ′n(1). (97)

Therefore, the sequence (λn〈f, φn〉 + K(f)φ′n(1))n∈N∗ belongs to `2(N∗). Moreover, using (25) and (28), we
have

〈T (A+BK)f, φk〉 = 〈(A+BK)f, φk〉 −
∑
n∈N
〈ψn, φk〉〈(A+BK)f, φn〉

=
∑
n∈N
〈(A+BK)f, φn〉〈φn, φk〉 −

∑
n∈N
〈ψn, φk〉〈(A+BK)f, φn〉

= −λk〈f, φk〉 −K(f)φ′k(1) +
∑
n∈N
〈ψn, φk〉λn〈f, φn〉, (98)

the last line being due to (96) and (97).
Notice that for f ∈ D(A+ BK), we have Tf ∈ D(A) from (29) and the definition of K. Moreover, using

firstly the definition of A and performing an integration by parts, and secondly equation (29), we obtain the
two following identities

〈Aψn, φk〉 =− λk〈ψn, φk〉 − ψn(1)φ′k(1),

〈Aψn, φk〉 =(λ− λn)〈ψn, φk〉 − λδnk.
This implies that

〈(A− λI)Tf, φk〉 =− 〈Tf, (λk + λ)φk〉

=− (λk + λ)〈f, φk〉+
∑
n∈N∗

(λk + λ)〈ψn, φk〉〈f, φn〉

=− (λk + λ)〈f, φk〉+
∑
n∈N∗

(λn〈ψn, φk〉 − ψn(1)φ′k(1) + λδnk)〈f, φn〉

=− λk〈f, φk〉 −K(f)φ′k(1) +
∑
n∈N∗

λn〈ψn, φk〉〈f, φn〉

From this equation and (98), one can deduce that, for all φk ∈ D(A) and all f ∈ D(A+BK), 〈(A−λI)Tf, φk〉 =
〈T (A+BK)f, φk〉, which concludes the proof of the desired result.
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4.3 Invertibility of the transformation

To prove that the transformation T is invertible, we proceed in several steps: firstly, we prove that T is
Fredholm and, secondly, we use the Fredholm property of T to prove that Ker T ∗ is reduced to 0, where T ∗

denotes the adjoint operator of T . This implies the invertibility of the operator by well-known functional
analysis arguments.

The first lemma that we state is equivalent to say that the operator T is Fredholm, i.e. that T is composed
by the sum of a compact operator and an invertible operator.

Lemma 4 The operator T is written as T = T̃ + C̃ where T̃ (resp. C̃) is an invertible (resp. compact)
operator from L2(0, 1) to L2(0, 1). Consequently, T is a Fredholm operator of order 0.

Proof of Lemma 4.
Recall that k can be decomposed as

k(x, y) =

∞∑
k=1

(
φn(x)− cnξ̃n(x)

)
φn(y), (99)

where cn = 1 + dn for some {dn}n∈N∗ ⊂ `2(N). Let f ∈ L2(0, 1). From the definition of T ,

Tf = f −
∫ 1

0

k(x, y)f(y)dy

= f −
∑
n∈N∗

(φn(x)− cnξ̃n(x)) < f, φn >

=
∑
n∈N∗

(1 + dn)ξ̃n < f, φn >,

We define
T̃ f :=

∑
n∈N∗

ξ̃n(x) < f, φn >, C̃f :=
∑
n∈N∗

dnξ̃n(x) < f, φn > .

The continuity from L2(0, 1) to itself of T̃ and C̃ follows from the proof of the continuity of T (Lemma 2).

The operator T̃ is clearly invertible since {ξ̃n}n∈N∗ is a Riesz basis of L2(0, 1), Indeed, there exists a
constant C > 0 such that for any f ∈ L2(0, 1),

‖T̃ f‖2L2(0,1) =

∥∥∥∥∥∑
n∈N∗

ξ̃n(x) < f, φn >

∥∥∥∥∥
2

L2(0,1)

≥ C
∑
n∈N∗

| < f, φn > |2 ≥ C‖f‖2L2(0,1),

so that T̃ is injective, and the surjectivity can be deduced by the fact that {ξ̃n}n∈N∗ is a Hilbert basis.
We prove the compactness of C̃ by proving that C̃ is a Hilbert-Schmidt operator, that is,∑

n∈N∗

∥∥∥C̃φn∥∥∥2
L2(0,1)

< +∞.

Indeed, ∑
n∈N∗

∥∥∥C̃φn∥∥∥2
L2(0,1)

=
∑
n∈N∗

∥∥∥dnξ̃n∥∥∥2
L2(0,1)

≤ C
∑
n∈N∗

|dn|2 < +∞.

Then, T̃ is a Fredholm operator of order 0 since it is invertible. It is well known that T̃ +C̃ remains a Fredholm
operator of order 0, which concludes our desired result.

We are now in position to prove the invertibility of T . Indeed, as mentioned before, proving the invertibility
of a Fredholm operator reduces to studying the kernel of its adjoint operator. Let us state our invertibility
result:
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Proposition 5 The transformation T is invertible from L2(0, 1) to L2(0, 1).

Proof of Proposition 5. Since T is a Fredholm operator of order 0 (Lemma 4), we reduce the proof of
the invertibility of T to proving Ker T ∗ = {0}, where we recall that T ∗ denotes the adjoint operator of T .

We use the operator equality in a slightly different form

T (A+BK + (λ+ ρ)I) = (A+ ρI)T,

where ρ ∈ C is given by the following lemma.

Lemma 5 There exists ρ ∈ C such that (A + BK + (λ + ρ)I) is an invertible operator from D(A + BK) to
L2(0, 1) and (A+ ρI) is an invertible operator from D(A) to L2(0, 1).

We postpone the proof of Lemma 5 to the appendix as it is only technical and follows the proof of [9,
Proposition 4.6]. From Lemma 5, we can write the operator equality under the form

(A+ ρI)−1T = T (A+BK + (λ+ ρ)I)−1.

Let χ ∈ Ker T ∗. Then, for all φ ∈ L2(0, 1),

0 = 〈(A+ ρI)−1Tφ− T (A+BK + (λ+ ρ)I)−1φ, χ〉L2

= 〈φ, T ∗((A+ ρI)−1)∗χ〉 − 〈(A+BK + (λ+ ρ)I)−1φ, T ∗χ〉L2

= 〈φ, T ∗((A+ ρI)−1)∗χ〉L2 .

Hence, χ ∈ Ker T ∗ implies that T ∗((A + ρI)−1)∗χ = 0, which exactly means that Ker T ∗ is stable by
((A + ρI)−1)∗. Therefore, since Ker T ∗ is finite-dimensional, if Ker T ∗ 6= {0}, then ((A + ρI)−1)∗ has an
eigenfunction in Ker T ∗. Moreover, this eigenfunction is also an eigenfunction of (A∗)−1 = A−1. Therefore
this eigenfunction can be chosen on the form φk for a given k ∈ N. From the TB = B condition, we deduce
B∗φk = B∗T ∗φk = 0, which is a contradiction with the fact that B∗φk = φ′k(1) 6= 0, ∀k ∈ N∗ by (19). Hence,
Ker T ∗ = {0}, which implies that T is invertible. This concludes the proof of Proposition 5.

Notice that the proof of Theorem 2 follows from Propositions 2 and 5.

5 Proof of Theorem 3

Proof of Theorem 3
To prove Theorem 3, we aim at applying classical results in the semigroup theory. The idea is to prove

that the operator A + BK is a m-dissipative operator in an appropriate equivalent norm to || · ||L2(0,1). We
can deduce then that there exists a unique solution to (1). Then, using the invertibility and the continuity of
the operator T , we can deduce the exponential stability estimate given in Theorem 3. We firstly prove that
the operator A + BK is dissipative in an appropriate equivalent norm to || · ||L2(0,1) and secondly that it is
maximal. Third, we finally prove the exponential stability estimate given in Theorem 3.

First step: A+BK is dissipative.
Since the operator (25) given by Theorem 2 is continuous, ‖ · ‖T := ‖T · ‖L2(0,1) is equivalent to the usual

norm ‖ · ‖L2(0,1). We denote by 〈·, ·〉T the associated inner product. Then, proving that A+BK is dissipative
reduces to proving that, for all u ∈ D(A+BK), 〈(A+BK)u, u〉T ≤ 0. Indeed, we have

〈T (A+BK)u, Tu〉L2(0,1) =〈(A− λIL2(0,1))Tu, Tu〉L2(0,1)

=〈ATu, Tu〉L2(0,1) − λ‖u‖2T
≤ 0,

(100)

where, in the first line, we have used Proposition 4 and, in the last line, we have used the fact the operator A
is dissipative.
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Second step: A+BK is maximal.
Notice that the inclusion Ran(σIL2(0,1) − (A + BK)) ⊂ L2(0, 1) for some σ > 0 is obvious. We aim at

proving that, for some positive constant σ, L2(0, 1) ⊂ Ran(σIL2(0,1) − (A + BK)). It is equivalent to prove
that, for each u ∈ L2(0, 1), there exists ũ ∈ D(A+BK) such that

(σIL2(0,1) − (A+BK))ũ = u. (101)

This equation is obviously equivalent to T−1T (A+BK − σIL2(0,1))ũ = u. Using Proposition 4, we thus have

(σIL2(0,1) − (A− λIL2(0,1)))T ũ = −Tu. (102)

Using the fact that the operator A−λIL2(0,1) is maximal, the latter equation shows that, for each u ∈ L2(0, 1),
there exists ũ ∈ D(A+BK) satisfying (102). This property together with the dissipativity proved in the first
step proves that the operator A + BK is a m-dissipative operator. It implies that A + BK is the generator
of a semigroup of contractions by [26, Proposition 3.1.13] (note that we have that D(A + BK) is dense in
L2(0, 1) by [26, Proposition 3.1.6]). In particular, [26, Proposition 2.3.5] holds and we deduce the existence
and uniqueness of a solution to (1) with U(t) = Ku(t, .).

Third step: Exponential stability.
Using the continuity and the invertibility of the operator (25) given by Theorem 2, the relation (26), and

Corollary 1, one immediately obtains that, for all t ≥ 0,

||u(t, ·)||L2(0,1) =‖T−1Tu(t, ·)‖L2(0,1)

≤‖T−1‖L(L2(0,1))‖Tu(t, ·)‖L2(0,1)

≤‖T−1‖L(L2(0,1))e
−λt‖Tu0‖L2(0,1)

≤‖T−1‖L(L2(0,1))‖T‖L(L2(0,1))e
−λt‖u0‖L2(0,1)

(103)

This concludes the proof of the exponential stability given in Theorem 3.

6 Conclusion and open problems

In this paper, we have solved the rapid stabilization problem of a degenerate parabolic equation. To do so,
we have applied a backstepping strategy with a Fredholm transform, as it has been done for instance for the
Schrödinger equation [9]. To do so, we have proved existence and uniqueness of the involved kernel by apply-
ing some results about Riesz bases and applied operator theory to deduce properties on the Fredholm transform.

This paper paves the way to many other open problems. It is well-known in the literature that the strong
degenerate case, i.e. α ≥ 1, is way more difficult, and it could be interesting to address the rapid stabilization
problem for this equation. Another issue to tackle is the case where the control is localized at x = 0. In this
case, different Bessel functions should be studied. They are more difficult to handle since they explode at
x = 0. It would also be interesting to treat more general degenerate problems in the spirit of [21]. Finally,
solving the finite-time stabilization problem as in [13] is also an interesting research line, since it will allow us
to solve the null-controllability problem for parabolic degenerate equations. It is a challenging problem, since
it is not known nowadays whether a finite-time stabilization can be achieved with parabolic equations and
Fredholm transforms.

More generally, the use of the Fredholm transform in the backstepping approach seems to exhibit common
features when applied to different PDEs. This comes from the fact that one can exploit the properties of the
eigenfunction of the spatial differential operator to study the different properties of the kernel. This is not
a feature shared for the Volterra transformation for instance. An interesting open problem therefore lies in
seeking necessary or sufficient conditions for the existence, continuity and invertibility of a Fredholm transform
for the backstepping approach in an abstract setting.
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A Proof of Lemma 5

We now turn to the proof of Lemma 5, which follows the proof of [9, Proposition 4.6]. Let κ := λ+ρ. Applying
A−1 to A+BK + κI yields

I +A−1BK + κA−1 : D(A+BK)→ D(A).

Firstly, we are going to prove that

{κ ∈ C | I +A−1BK + κA−1 is invertible}

is nonempty. Let us first deal with the case where K(A−1B) 6= −1. In this case, the operator I + A−1BK is
invertible. Indeed, to solve

(I +A−1BK)f = g,

for any g ∈ D(A), one just has to apply K to the last equation, which yields

K(f)(1 +K(A−1B)) = K(g),

which implies, using 1 +K(A−1B) 6= 0,

f = g − A−1BK(g)

1 +K(A−1B)
.

Assume now that K(A−1B) = −1. In this case, since A−1B(x) = −x1−α by (56) and (57), we have
A−1B ∈ D(A + BK). Notice that 0 is an eigenvalue of I + A−1BK associated to the eigenvector A−1B, of
algebraic multiplicity 1 (f+A−1BKf = 0 implies that f is colinear to A−1B). Then, from [25], there exists an
open set Ω ⊂ C of 0 ∈ C such that there exist an holomorphic function κ ∈ Ω 7→ λ(κ) ∈ C and an holomorphic
function κ ∈ Ω 7→ f(κ) ∈ D(A+BK) such that

f(0) = A−1B,

(I +A−1BK + κA−1)f(κ) = λ(κ)f(κ), κ ∈ Ω. (104)

Let us use a proof by contradiction and assume that λ(κ) = 0 on Ω. Then, for κ ∈ Ω, we have

f(0) = A−1B,

(I +A−1BK + κA−1)f(κ) = 0. (105)

In this case, consider the pointwise power series expansion of f around 0 given by

f(κ) = A−1B +

∞∑
k=1

fkκ
k, (106)

for some sequence of functions (fk)k∈N∗ . Notice that since f ∈ D(A+BK) and A−1B ∈ D(A+BK), we obtain
that

∑∞
k=1 fkκ

k ∈ D(A). By dividing by κp for any p ∈ N∗ and making κ→ 0, we deduce that fk ∈ D(A) for
any k ∈ N∗. At the zeroth order, (105) writes

A−1B +A−1BKA−1B = 0,

since we assumed that K(A−1B) = −1. At the higher orders, for any k ∈ N∗, (105) gives

fk +A−1BKfk + A−1fk−1 = 0, (107)

where f0 = A−1B according to (106). Applying K to (107) and using K(A−1B) = −1 implies that

K
(
A−1fk

)
= 0, ∀k ≥ 0.

By successively taking A−1 and K of (107), we obtain

K
(
A−nfk

)
= 0, ∀k ≥ 0, ∀n ≥ 1. (108)
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Notably, for k = 0, we obtain that
K
(
A−n−1B

)
= 0, ∀n ≥ 1. (109)

Remind that A−1B(x) = x1−α has already been decomposed as A−1B =
∑
k∈N∗ bkφk, where the bk are given

in (59). Then, using (88), we deduce that∑
j∈N∗

(−1)jψj(1)
bj
λnj

= 0, ∀n ≥ 1. (110)

Consider the entire function

H(z) :=
∑
j∈N∗

−ψj(1)bje
−z/λj

λj
.

From (110), we obtain that for any p ∈ N, H(p)(0) = 0 and therefore H ≡ 0. By letting z → −∞ and using
that bj 6= 0 for all j ∈ N∗ by (59) and (21), we deduce that ψj(1) = 0 for all j ∈ N∗. This means that ψ(1) = 0.
However, this is impossible because of (33), (32) and (22). Hence, we have a a contradiction with the fact that
λ(κ) = 0 on Ω. Hence, there exists at least one κ ∈ Ω such that (I + A−1BK + κA−1) is invertible. Setting
ρ = κ− λ, we deduce that (A+BK + (λ+ ρ)I) is invertible.

In both cases (K(A−1B) 6= −1 and K(A−1B) = −1), there exists ρ ∈ C such that (A+BK + (λ+ ρ)I) is
invertible, this property being still true in a small neighbourhood O of ρ. As a consequence, since A+ ρI has
discrete eigenvalues, it is possible to modify ρ (by choosing another point of O) in such a way that A+ ρI is
also invertible, which concludes the proof.
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[25] B. Sz.-Nagy. Perturbations des transformations linéaires fermées. Acta Sci. Math. Szeged, 14:125–137, 1951.

[26] M. Tucsnak and G. Weiss. Observation and control for operator semigroups. Birkhäuser Advanced Texts: Basler
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