
CONTROLLABILITY OF A COUPLED WAVE SYSTEM WITH A
SINGLE CONTROL AND DIFFERENT SPEEDS

PIERRE LISSY1 AND JINGRUI NIU2

Abstract. We consider an exact controllability problem in a smooth bounded
domain Ω of Rd, d ∈ N∗, for a coupled wave system, with two different speeds
and a single control acting on an open subset ω satisfying the Geometric Control
Condition and acting on one speed only. Actions for the wave equations with
the second speed are obtained through a coupling term. Firstly, we construct
appropriate state spaces with compatibility conditions associated with the coupling
structure. Secondly, in these well-prepared spaces, we prove that the coupled wave
system is exactly controllable if and only if the coupling structure satisfies an
operator Kalman rank condition.
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1. Introduction and Main Results

1.1. General setting. Let Ω ⊂ Rd, d ∈ N∗, be a bounded and smooth domain. We
use ∆ to denote the canonical Laplace operator on Ω, and ∆D to denote the Laplace
operator with domain H2(Ω) ∩ H1

0 (Ω). Let �1 = ∂2
t − d1∆ and �2 = ∂2

t − d2∆
be two d’Alembert operators with different constant speeds d1 6= d2. Let n1, n2 be
two integers and n = n1 + n2. We assume that ω is a nonempty open subset of Ω
and that T > 0 is a final time horizon. In this article, we aim to deal with some

1991 Mathematics Subject Classification. 93B05, 93B07, 35L05, 35L51.
Key words and phrases. Wave equation, controllability, unique continuation, coupled system.
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controllability properties of the following type of coupled wave systems:

(1.1)


�1U1 + A1U2 = 0 in (0, T )× Ω,
�2U2 + A2U2 = bf1ω in (0, T )× Ω,
U1 = U2 = 0 on (0, T )× ∂Ω,
(U1, U2)|t=0 = (U0

1 , U
0
2 ) in Ω,

(∂tU1, ∂tU2)|t=0 = (U1
1 , U

1
2 ) in Ω.

For j = 1, 2, we use Uj =

 uj1
...
ujnj

 to denote the solutions corresponding to the

speed dj. f ∈ L2((0, T )×ω) is the control function, which is a scalar control and acts
on (0, T ) × ω. A1 ∈ Mn1,n2(R) and A2 ∈ Mn2(R) are two given coupling matrices
and b ∈ Rn2 . Note that System (1.1) is a particular case of systems of the form

(1.2)

 (∂2
t −D∆)U + AU = b̂f1ω in (0, T )× Ω,

U = 0 on (0, T )× ∂Ω,
(U, ∂tU)|t=0 = (U0, U1) in Ω,

with here

(1.3) D =

(
d1Idn1 0

0 d2Idn2

)
n×n

, A =

(
0 A1

0 A2

)
n×n

, and b̂ =

(
0
b

)
n×1

,

where n = n1 +n2. Let us emphasize the following important and crucial properties
of System (1.1): all coefficients are constant, the coupling is in a block-cascade
structure (notably, the control f is only acting directly on U2, which itself acts
on U1 through the matrix A1), and we restrict to the case of a scalar control (i.e.
f ∈ L2((0, T ),Rm) with m = 1). We will explain in conclusion the difficulties to
treat more general cases.

1.2. Geometric assumptions. For our concerned domain Ω, we assume that Ω
has no infinite order of tangential contact with the boundary. This assumption will
be made more precise in Subsection 2.3. In fact, this assumption is sufficient to
ensure the existence and uniqueness of the general bicharateristics passing through
a given point in the phase space. Furthermore, for the control set ω, we assume the
Geometric Control Condition (GCC).

Definition 1.1. For ω ⊂ Ω and T > 0, we shall say that the triple (ω, T, p) satisfies
GCC if every generalized bicharacteristic of p meets ω in a time t < T , where p is
the principal symbol of �.

We shall give a precise definition of the generalized bicharacteristics in Subsec-
tion 2.3. In the case of an internal control, GCC was firstly raised in [29] as a
necessary condition for the controllability of the scalar wave equation from ω, and
was proved to be sufficient in [6]. The case of a boundary control was studied in
[7, 9].

1.3. Kalman conditions. In this part, we recall some Kalman rank conditions
introduced in the literature of coupled parabolic systems and the link between them.
First of all, we recall the usual Kalman rank condition for the controllability of linear
autonomous ordinary differential equations (see e.g. [16]).
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Definition 1.2 (Usual algebraic Kalman rank condition). Let m,n be two positive
integers. Assume X ∈Mn(R) and Y ∈Mn,m(R). We introduce the Kalman matrix
associated with X and Y given by [X|Y ] = [Xn−1Y | · · · |XY |Y ] ∈ Mn,nm(R). We
say that (X, Y ) satisfies the Kalman rank condition if [X|Y ] has full rank.

In order to generalize this usual algebraic Kalman rank condition, we introduce
the Kalman operator (see [5]).

Definition 1.3 (Kalman operator). Assume that X ∈ Mn(R) and Y ∈ Mn,m(R).
Moreover, let D ∈ Mn(R) be a diagonal matrix. Then, the Kalman operator as-
sociated with (−D∆D + X, Y ) is the matrix operator K = [−D∆D + X|Y ] :
D(K ) ⊂ (L2)nm → (L2)n), where the domain of the Kalman operator is given
by D(K ) = {u ∈ (L2(Ω))nm : K u ∈ (L2(Ω))n}.
Definition 1.4 (Operator Kalman rank condition). We say that the Kalman oper-
ator K satisfies the operator Kalman rank condition if Ker(K ∗) = {0}.

The operator Kalman rank condition can be reformulated as follows.

Proposition 1.5. [5, Proposition 2.2] The operator Kalman rank condition Ker(K ∗)
= {0} is equivalent to the following spectral Kalman rank condition:

rank[(λD +X)|Y ] = n,∀λ ∈ σ(−∆D).

In particular, let C > 0 be a constant and D = CIdn. Then, the operator Kalman
rank condition is equivalent to the usual algebraic Kalman rank conditionon (X, Y )
given in Definition 1.2 (see [5, Remark 1.2]).

In the following proposition, we give an equivalent statement of the operator
Kalman rank condition associated with System (1.1), which is very specific to our
particular coupling structure and the fact that we have a single control.

Proposition 1.6. We use the same notations (D,A, b̂) as in (1.3). We denote by

K = [−D∆D + A|b̂] the Kalman operator associated with the System (1.2). Then,
Ker(K∗) = {0} is equivalent to satisfying all the following conditions:

(1) n1 = 1;
(2) (A2, b) satisfies the usual Kalman rank condition (See Definition 1.2);
(3) Assume that A1 = α = (α1, · · · , αn2). Then, ∀λ ∈ σ(−∆D), α satisfies

(1.4) α

(
n2−2∑
k=0

(d1 − d2)kλk
n2∑

j=k+1

ajA
j−1−k
2 + (d1 − d2)n2−1λn2−1Idn2

)
b 6= 0,

where (aj)0≤j≤n2 are the coefficients of the characteristic polynomial χ(X)

of the matrix A2, i.e. χ(X) = Xn2 +
∑n2−1

j=0 ajX
j, with the convention that

an2 = 1.

We shall give the proof in Appendix A.
Since we consider the control problem in a domain Ω with boundary, it is natural

for us to introduce the following Hilbert spaces Hs
Ω(∆D).

Definition 1.7. We denote by (β2
j )j∈N∗ the non-decreasing sequence of (positive)

eigenvalues of −∆D, repeated with multiplicity, and (ej)j∈N∗ an orthonormal basis
of L2(Ω) made of eigenfunctions associated with (β2

j )j∈N∗:

−∆ej = β2
j ej, ej(x) = 0, x ∈ ∂Ω, ||ej||L2(Ω) = 1.
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For any s ∈ R, we denote by Hs
Ω(∆D) the Hilbert space defined by

Hs
Ω(∆D) = {u =

∑
j∈N∗

ajej;
∑
j∈N∗

β2s
j |aj|2 <∞}.

For convenience, we also denote

(1.5) L k
s = (Hs

Ω(∆D))k for any s ∈ R, and k ∈ N.

First, we give a necessary condition for the controllability of System (1.1).

Proposition 1.8. We denote by K = [−D∆D+A|b̂] the Kalman operator associated
with the System (1.2). If K does not satisfy the operator Kalman rank condition, then
System (1.1) is not null-controllable, in the following sense: there exists a quadruple

(U0
1 , U

0
2 , U

1
1 , U

1
2 ) ∈

+∞⋂
s=1

(
L n
s ×L n

s−1

)
such that for any control f ∈ L2(ω), we necessarily have

(U(T, ·), ∂tU(T, ·)) 6= (0, 0).

We shall give the proof later in the Subsection 2.1.
From now on, we always assume that K = [−D∆D + A|b̂] satisfies the operator

Kalman rank condition, so that we notably have n1 = 1. Before we give a precise
definition of the exact controllability property of System (1.1), we first investigate a
simpler system. For a fixed 1 ≤ s ≤ n2, we consider the following system
(1.6)

�1u
1
1 +

∑s
j=1 αsu

2
j = 0 in (0, T )× Ω,

�2u
2
1 + u2

2 = 0 in (0, T )× Ω,
...
�2u

2
n2−1 + u2

n2
= 0 in (0, T )× Ω,

�2u
2
n2
−
∑n2

j=1 an2+1−ju
2
j = f1ω in (0, T )× Ω,

u1
1 = 0 on (0, T )× ∂Ω,
u2
j = 0 on (0, T )× ∂Ω, 1 ≤ j ≤ n2,

(u1
1, u

2
1, · · · , u2

n2
)|t=0 = (u1,0

1 , u2,0
1 , · · · , u2,0

n2
) in Ω,

(∂tu
1
1, ∂tu

2
1, · · · , ∂tu2

n2
)|t=0 = (u1,1

1 , u2,1
1 , · · · , u2,1

n2
) in Ω.

Here, we have, A1 = (α1, · · · , αs, 0, · · · , 0) and

A2 =


0 1 0 0

0 0
. . . 0

...
. . . . . . 1

−an · · · −a2 −a1

 , and b =


0
...
0
1

 .

The control is f ∈ L2((0, T ) × ω). For this simpler system (1.6), taking zero ini-
tial conditions (that belong to any linear subspace and hence to any potential state
space) together with a forcing term f in the space L2((0, T ) × ω), which kind of
target spaces will the solutions of System (1.6) arrive in? That is the first ques-
tion we need to answer in order to be able to obtain an exact controllability result
in an appropriate state space. Under this particular structure of coupling, we in-
troduce appropriate compatibility conditions for System (1.6). For r = 0, 1, and
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(u, v1, · · · , vn2) ∈ Hn2−s+2+r
Ω (∆D) × Hn2−1+r

Ω (∆D) × · · · × Hr
Ω(∆D), let us define a

special function U r
comp by

(1.7)
U r
comp =

(
(−d1∆)n2−s+1u

+

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lvj+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lvj+k+l

)
.

Using this special function U r
comp, let us denote by Hs

r the following space:

(1.8)
Hs
r = {(u, v1, · · · , vn2) ∈ Hn2−s+2+r

Ω (∆D)×Hn2−1+r
Ω (∆D)× · · · ×Hr

Ω(∆D)

s.t. U r
comp ∈ Hr

Ω(∆D)}.
Definition 1.9 (State space). The state space for System (4.1) is defined by

Hs
1 ×Hs

0.

The two conditions

U1
comp(u

1,0
1 , u2,0

1 , · · · , u2,0
n2

) ∈ H1
Ω(∆D),

U0
comp(u

1,1
1 , u2,1

1 , · · · , u2,1
n2

) ∈ H0
Ω(∆D)

are called the compatibility conditions for the controllability of System (4.1).

Remark 1.10. If s = n2, the compatibility conditions reduce to

−d1∆u1,0
1 ∈ H1

Ω(∆D),

−d1∆u1,1
1 ∈ H0

Ω(∆D),

which is an empty condition since we already know that (u1
0, u

1
1) ∈ H3

Ω(∆D) ×
H2

Ω(∆D).

Remark 1.11. As we will see later on, the solutions of System (1.6) will stay in
Hs

1 ×Hs
0 if the initial states are in this space. Because of the linearity and the time

reversibility of the system, exact controllability is equivalent to null controllability
or reachability from 0 for System (1.6). Since the equilibrium 0 is of course in the
spaces Hs

1 ×Hs
0, this is the appropriate state space.

Remark 1.12. Since we consider a system with a cascade coupling structure, it is
natural that there is a gain of regularity for the uncontrolled states u2

j (2 ≤ j ≤ n2)
(this phenomena has already been observed notably in [13, Theorem 1.4]). We shall
explain the gain of two derivatives of regularity for the state u1

1 in Subsection 2.2.
We call it “additional regularity”.

Now, we give the definition of the exact controllability of System (1.1).

Definition 1.13. We say that System (1.1) is exactly controllable in time T > 0 if
there exists 1 6 s 6 n2 and T ∈ GLn(R) such that for any initial data (U0, U1) ∈
T −1(Hs

1) × T −1(Hs
0) and any target (Ũ0, Ũ1) ∈ T −1(Hs

1) × T −1(Hs
0), there exists

a control function f ∈ L2((0, T ) × ω) such that the solution U of (1.1) satisfies
(U, ∂tU)|t=0 = (U0, U1) and (U, ∂tU)|t=T = (Ũ0, Ũ1), and T (U) is a solution of the

associated System (1.6) with an appropriate control f̃ .
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Remark 1.14. By the definition above, in order to prove the controllability of Sys-
tem (1.1), we first look for an invertible transform to change the system into the
simpler but equivalent System (1.6). Then, we prove the result for the simpler Sys-
tem (1.6) to conclude the exact controllability of the general System (1.1).

Remark 1.15.
We shall see later that the transform T is just(

1 0
0 P

)
,

where P ∈ GLn2(R) is the transform associated with the Brunovský normal form
defined in Theorem 3.1. Here we can give an example of the transform T under a
simple setting. If we consider a particular case of System (1.1) given by

�1u
1
1 − 2u2

1 + u2
2 = 0 in (0, T )× Ω,

�2u
2
1 + 3

2
u2

1 − 1
2
u2

2 = 2f1ω in (0, T )× Ω,
�2u

2
2 + 9

2
u2

1 − 3
2
u2

2 = 4f1ω in (0, T )× Ω,
u1

1 = 0 on (0, T )× ∂Ω
u2
j = 0 on (0, T )× ∂Ω, j = 1, 2,

(u1
1, u

2
1, u

2
2)|t=0 = (u1,0

1 , u2,0
1 , u2,0

2 ) in Ω,

(∂tu
1
1, ∂tu

2
1, ∂tu

2
2)|t=0 = (u1,1

1 , u2,1
1 , u2,1

2 ) in Ω,

we have that

A =

(
0 A1

0 A2

)
=

 0 −2 1
0 3

2
−1

2
0 9

2
−3

2

 , and b̂ =

(
0
b

)
=

 0
2
4

 .

According to the Brunovský normal form, we obtain T2 =

(
−2 1

3
2
−1

2

)
such that

T2(A2b, b) = T2

(
1 2
3 4

)
=

(
1 0
0 1

)
.

Then the transform is given by T =

(
1 0
0 T2

)
=

 1 0 0
0 −2 1
0 3

2
−1

2

 . And moreover,

this transform T satisfies

T b̂ =

 0
0
1

 , and T AT −1 =

 0 1 0
0 0 1
0 0 0

 .

There is a large literature on the controllability and observability of the wave
equations. This paper is mainly devoted to multi-speed coupled wave systems. We
list some of the existing results and references:

• For a single wave equation posed on a smooth bounded domain of Rd and
with an internal control, one can use microlocal analysis to prove the ob-
servability inequality as done by Bardos, Lebeau and Rauch in [6]. We have
two approaches to define the microlocal defect measures. We can introduce
the microlocal defect measures based on the article by Gérard and Leicht-
nam [14] for Helmoltz equation and Burq [8] for the wave equation, using
the extension by 0 across the boundary. On the other hand, we can also use
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the Melrose cotangent compressed bundle to construct the measure, based
on the article by Lebeau [17] and Burq-Lebeau [10] in the setting of systems.
• Although we now have a better picture on the controllability of a single wave

equation, the controllability of systems of wave equations is still not totally
understood. To our knowledge, most of the references concern the case of sys-
tems with the same principal symbol � on each equation of the system, which
will be discussed in the present paragraph. Notably, Alabau-Boussouira and
Léautaud [4] studied the indirect controllability of two coupled wave equa-
tions, in which their controllability result was established using a multi-level
energy method introduced in [1], and also used in [2, 3]. Liard and Lissy
[23] studied the observability and controllability for coupled wave systems
with constant coefficients under Kalman type rank conditions. In the case of
space-varying coefficients, Cui, Laurent, and Wang [11] studied the observ-
ability of wave equations coupled by space-varying first or zero order terms,
on a compact manifold. Their results are extended to the case of manifold
with boundaries in [12].
• Concerning the multi-speed case, Dehman, Le Roussau, and Léautaud con-

sidered two coupled wave equations on a compact manifold in [13]. Lissy and
Zuazua [25] proved some general weak observability estimates for wave sys-
tems with constant or time-dependant coupling terms. Niu [28] investigated
the case of the simultaneous controllability of wave systems, with different
speeds and coupling terms involving only the controls, under various condi-
tions on the speeds. Notably, in the case of constant speeds, a necessary and
sufficient condition involving a Kalman rank condition was obtained, in the
same spirit as in the present article.
• Concerning the boundary controllability of the coupled wave systems, we

would like to refer to the works by Tatsien Li and Bopeng Rao, especially
their work on the synchronisation of waves. In [18] and [19], Li and Rao for
the first time studied the synchronization for systems described by PDEs.
Taking a coupled system of wave equations with Dirichlet boundary controls
as an example, they proposed the concept of exact boundary synchronization
by boundary controls. After that, they and their collaborators successively
got quite a lot of results (for instance, see [20, 22]). In particular, in [21], the
authors obtain necessary conditions, presented as a criteria of Kalman’s type,
to the approximate null controllability, the approximate synchronization, re-
spectively, for a coupled system of wave equations with Dirichlet boundary
controls, which also show the link between the controllability of coupled wave
systems and some appropriate Kalman conditions.

1.4. Main result. Our main result is the following one.

Theorem 1.16. Given T > 0, suppose that:

(i) (ω, T, pdi) satisfies GCC, where pdi is the principal symbol of �i, i = 1, 2.
(ii) Ω has no infinite order of tangential contact with the boundary.

(iii) The Kalman operator K = [−D∆D + A|b̂] associated with System (1.1) sat-
isfies the operator Kalman rank condition, i.e. Ker(K∗) = {0}.

Then System (1.1) is exactly controllable in the sense of Definition 1.13.
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Remark 1.17. • We will explain the concept of order of contact in the next
section.
• Assume that conditions (i) and (ii) are verified. Then, condition (iii) is also

necessary to have exact controllability in the sense of Definition 1.13. Indeed,
if (iii) is not verified, Proposition 1.8 provides a smooth initial condition
(that is notably in the state space introduced in Definition 1.13) that is not
null-controllable.
• In fact, our proof also provides a controllability result for systems of wave

equations with a single speed, of the form

(1.9)


�2U2 + A2U2 = bf1ω in (0, T )× Ω,
U2 = 0 on (0, T )× ∂Ω,
U2|t=0 = (U0

1 , U
0
2 ) in Ω,

∂tU2|t=0 = (U1
1 , U

1
2 ) in Ω.

If (A2, b) does not verify the usual Kalman rank condition given in Defini-
tion 1.2, then this system is not exactly controllable in the same sense as in
Proposition 1.8, with the same proof. If (A2, b) verifies the usual Kalman
rank condition, the state state space is

P−1(H̃1)× P−1(H̃0),

where P is the transform associated with the Brunovský normal form defined
in Theorem 3.1 and H̃r (r = 1, 2) is given by

H̃r = {(v1, · · · , vn2) ∈ Hn2−1+r
Ω (∆D)× · · · ×Hr

Ω(∆D)}.
Then, System (1.9) is exactly controllable under this Kalman rank condition.
This is a very particular case of the more general result proved in [12], where
space-varying coefficients, multi-dimensional controls and also one-order cou-
pling terms are considered.

1.5. Outline of the paper. The outline of this paper is the following.
Section 2 is devoted to introducing some preliminaries. In Subsection 2.1, we

present the necessity of the operator Kalman rank condition by giving the proof
of Proposition 1.8. Then Subsection 2.2 is devoted to the “additional regularity”
property for coupled wave equations. Subsection 2.3 includes the description of
the boundary points, and give the precise definition of general bicharacteristics and
the order of tangential contact with the boundary. Subsection 2.4 introduces the
microlocal defect measures, which is the basic tool for our proof.

In Section 3, we focus on the special case n2 = 2 to show the whole procedure of
the proof of the controllability of the coupled wave system. Subsection 3.1 is devoted
to reformulating the system with the help of the Brunovský normal form. Then in
Subsection 3.2 we introduce the simpler system with one of the parameters being 0.
We demonstrate the proof under this simple setting. In the following Subsection 3.3,
we present the result of the general systems in a way very similar to the simpler case.

In Section 4, we plan to deal with any number of equations. Subsection 4.1
provides the corresponding simpler system in analogue with the Subsection 3.2 and
gives the clear meaning of the compatibility conditions under the general setting.
Then, with the help of the compatibility conditions, we are able to present the proof
of the controllability result of Theorem 4.8. In the Subsection 4.2, we give the
reformulation procedure of the general system.
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In the concluding Section 5, we give some open problems related to our work, and
explanations on the difficulties to solve them.

2. Preliminaries

We divide this section into four parts. The first part is devoted to proving the
necessity of the operator Kalman rank condition. Then, we consider the regularities
of the solutions of two coupled wave equations with different speeds. The third part
aims to introduce the geometric preliminaries including the conceptions of general
bicharacteristics and order of contact. The final part mainly contains the definition
and some properties of the microlocal defect measures.

2.1. On the necessity of the operator Kalman rank condition. In this sec-
tion, we are going to give the proof of Proposition 1.8. At first, we introduce the
following proposition for the ordinary differential systems of second order.

Proposition 2.1. If (A, b) does not satisfy the usual algebraic Kalman rank condi-
tion (see Definition 1.2), for any nonzero initial data (y0, y1) 6= (0, 0), the ordinary
differential system

(2.1)

{
d2y
dt2

= A∗y in (0, T ),

(y, dy
dt

)|t=0 = (y0, y1),

has a nonzero solution satisfying b∗y(t) = 0 for every t ∈ (0, T ).

Proof. Define z =

(
y
dy
dt

)
. Then, we are able to rewrite System (2.1) into a first-

order system:

(2.2)

{
dz
dt

= Ã∗z in (0, T )
z|t=0 = t(y0, y1),

where Ã =

(
0 A
Idn 0

)
2n×2n

. Let b̃ =

(
b
0

)
2n×1

. Easy computations give that

Ã2k =

(
Ak 0
0 Ak

)
and Ã2k+1 =

(
0 Ak+1

Ak 0

)
for k = 0, 1, · · · .

Therefore, we obtain

[Ã|b̃] = (Ã2n−1b̃| · · · |Ãb̃|b̃) =

(
0 An−1b · · · 0 b

An−1b 0 · · · b 0

)
.

As a consequence, we know that rank[Ã|b̃] = 2rank[A|b]. Since (A, b) does not
satisfy the usual algebraic Kalman rank condition, i.e., rank[A|b] < n, we deduce

that rank[Ã|b̃] < 2n, which implies that (Ã, b̃) does not satisfy the usual algebraic
Kalman rank condition. By duality, this means that (2.2) is not observable through

b̃.

Thus, there exists a nonzero solution ζ(t) =

(
ζ1(t)
ζ2(t)

)
∈ R2n to the associated

adjoint system dz
dt

= Ã∗z satisfying that b̃∗ζ(t) = 0 for every t ∈ (0, T ). Then,
setting y(t) = ζ1(t), we derive a nonzero solution y(t) of System (2.1) satisfying that

b∗y(t) = b∗ζ1(t) = b̃∗ζ(t) = 0 for every t ∈ (0, T ). �

Now, we go back to the proof of Proposition 1.8.
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Proof of Proposition 1.8. According to Proposition 1.5, since K = [−D∆D + A|b̂]
does not satisfy the operator Kalman rank condition, there exists λ0 ∈ σ(−∆D)

such that rank[(λ0D −A)|b̂] < n. As a consequence of Proposition 2.1, there exists
a nonzero solution χλ0(t) ∈ Rn to the following ordinary differential system:{

d2χ
dt2

= (λ0D − A∗)χ in (0, T ),

(χ, dχ
dt

)|t=0 = (χ0, χ1) 6= (0, 0),

satisfying b̂∗χλ0(t) = 0 for every t ∈ (0, T ). Then, let Φ(t, x) = χλ0(t)ϕλ0(x),
where ϕλ0 is an eigenfunction of −∆D associated with λ0. Therefore, Φ satisfies the
following system:

(2.3)


(∂2
t −D∆ + A∗)Φ = 0 in Ω,

b̂∗Φ = 0 for every t ∈ (0, T ),
Φ|∂Ω = 0,
(Φ, ∂tΦ)|t=0 = (χ0ϕλ0 , χ

1ϕλ0) in Ω.

Suppose that there exists f ∈ L2((0, T ) × ω) such that the corresponding solution
U to (1.2) with initial state (U0, U1) satisfies

(2.4) (U, ∂tU)|t=T = (0, 0).

Then, by (1.2), we have

((∂2
t −D∆D + A)U,Φ)L2((0,T )×Ω) = (b̂f1ω,Φ)L2((0,T )×Ω).

Integrating by parts on the left-hand side and using (2.3) together with (2.4) leads
to

(U0, χ1ϕλ0)L2(Ω) − (U1,−χ0ϕλ0)L2(Ω) = (b̂f1ω,Φ)L2((0,T )×Ω).

Since b̂∗Φ = 0 for every t ∈ (0, T ), we obtain that

(U0, χ1ϕλ0)L2(Ω) − (U1, χ0ϕλ0)L2(Ω) = 0.

Choosing (U0, U1) = (χ1ϕλ0 ,−χ0ϕλ0) leads to (|χ1|2 + |χ0|2) ||ϕλ0||2L2(Ω) = 0, which

is a contradiction with (χ0, χ1) 6= 0. �

2.2. On the regularity of coupled wave equations. Before investigating more
complicated situations, let us concentrate on the regularity properties of the follow-
ing simple system:

(2.5)


�1u1 + u2 = 0 in (0, T )× Ω,
�2u2 = f in (0, T )× Ω,
u1 = 0, u2 = 0 on (0, T )× ∂Ω,
(u1, ∂tu1, u2, ∂tu2)|t=0 = (u0

1, u
1
1, u

0
2, u

1
2) in Ω.

Our next result gives a property of regularity for the solution of System (2.5). Such
kind of extra regularity result was also observed in [13, Theorem 1.4], in which the
authors stated the corresponding result in the case of a compact manifold without
boundary. Here we will present a different (and more elementary) proof.

Lemma 2.2. Assume that the initial conditions satisfy

(2.6) (u0
1, u

1
1, u

0
2, u

1
2) ∈ Hσ+3

Ω (∆D)×Hσ+2
Ω (∆D)×Hσ+1

Ω (∆D)×Hσ
Ω(∆D).
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Then, there exists a unique solution to System (2.5) satisfying

(2.7)
u1 ∈ C1([0, T ], Hσ+2

Ω (∆D)) ∩ C0([0, T ], Hσ+3
Ω (∆D)),

u2 ∈ C1([0, T ], Hσ
Ω(∆D)) ∩ C0([0, T ], Hσ+1

Ω (∆D)).

Proof. Since u2 satisfies a wave equation with a source term f ∈ L1((0, T ), Hσ
Ω(∆D)),

it is classical that there exists a unique solution

u2 ∈ C1([0, T ], Hσ
Ω(∆D)) ∩ C0([0, T ], Hσ+1

Ω (∆D))

to the second line of System (2.5). Now, let us consider the first equation

(2.8) �1u1 = −u2

as a wave equation with a source term u2 ∈ L1((0, T ), Hσ+1
Ω (∆D)). Thus, we know

that there exists a unique solution u1 ∈ C1([0, T ], Hσ+1
Ω (∆D))∩C0([0, T ], Hσ+2

Ω (∆D)).
Now, we need to state an extra regularity property for u1. Applying the d’Alembert
operator �2 on both sides of (2.8), we obtain that

�2�1u1 = −�2u2.

Since �2u2 = f , we know that �1(�2u1) = −f . We decompose �2u1 into two parts
�2u1 = �1u1 + (d1 − d2)∆Du1. Hence, we obtain that

(2.9) �2u1 = −u2 + (d1 − d2)∆Du1.

Now, by using (2.6), we remark that the initial condition for �2u1 verifies:

�2u1|t=0 = −u2|t=0 + (d1 − d2)∆Du1|t=0

= −u0
2 + (d1 − d2)∆Du

0
1 ∈ Hσ+1

Ω (∆D),

∂t(�2u1)|t=0 = −∂tu2|t=0 + (d1 − d2)∆D∂tu1|t=0

= −u1
2 + (d1 − d2)∆Du

1
1 ∈ Hσ

Ω(∆D).

So, we know that �2u1 ∈ C1([0, T ], Hσ
Ω(∆D)) ∩ C0([0, T ], Hσ+1

Ω (∆D)). In addition,
we also know that −�1u1 = u2 ∈ C1([0, T ], Hσ

Ω(∆D))∩C0([0, T ], Hσ+1
Ω (∆D)). Hence,

we obtain that

∆Du1 =
1

d1 − d2

(�2 −�1)u1 ∈ C1([0, T ], Hσ
Ω(∆D)) ∩ C0([0, T ], Hσ+1

Ω (∆D)).

We conclude that u1 ∈ C1([0, T ], Hσ+2
Ω (∆D)) ∩ C0([0, T ], Hσ+3

Ω (∆D)). �

2.3. Generalized bicharacteristics. As usual, for a variable y, we denote Dy =
i∂y. Let B = {y ∈ Rd : |y| < 1} be the unit euclidean ball in Rd. In a tubular
neighbourhood of the boundary, we can identify M = R×Ω locally as X = (0, 1)×B
and ∂M = R× ∂Ω locally as {0}×B. Now, we consider R = R(x, y,Dy) which is a
second order scalar, self-adjoint, classical, tangential and smooth pseudo-differential
operator, defined in a neighbourhood of [0, 1) × B with a real principal symbol
r(x, y, η), such that

(2.10)
∂r

∂η
6= 0 for (x, y) ∈ [0, 1)×B and η 6= 0.

Let Q0(x, y,Dy), Q1(x, y,Dy) be smooth classical tangential pseudo-differential op-
erators defined in a neighbourhood of [0, 1) × B, of order 0 and 1, and principal
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symbols q0(x, y, η), q1(x, y, η), respectively. Denote P = (∂2
x + R)Id + Q0∂x + Q1.

The principal symbol of P is

(2.11) p = −ξ2 + r(x, y, η).

We use the usual notations TM and T ∗M to denote the tangent bundle and cotan-
gent bundle corresponding to M , with the canonical projection π

π : TM( or T ∗M)→M.

Denote r0(y, η) = r(0, y, η). Then, we can decompose T ∗∂M into the disjoint union
E ∪ G ∪ H, where

(2.12) E = {r0 < 0}, G = {r0 = 0}, H = {r0 > 0}.
The sets E , G, H are called elliptic, glancing, and hyperbolic set, respectively. Define

(2.13) Char(P ) = {(x, y, ξ, η) ∈ T ∗Rd+1|M : ξ2 = r(x, y, η)}
to be the characteristic manifold of P . For more details, one can refer to [10] and
[28]. Notice that in [8], one can see another characterization for these sets E , G, and
H.

To describe the different phenomena when a bicharacteristic approaches the bound-
ary, we need a more accurate decomposition of the glancing set G. Let r1 = ∂xr|x=0.
Then, we can define the decomposition G =

⋃∞
j=2 Gj, with

G2 = {(y, η) : r0(y, η) = 0, r1(y, η) 6= 0},
G3 = {(y, η) : r0(y, η) = 0, r1(y, η) = 0, Hr0(r1) 6= 0},

...

Gk+3 = {(y, η) : r0(y, η) = 0, Hj
r0

(r1) = 0,∀j ≤ k,Hk+1
r0

(r1) 6= 0},
...

G∞ = {(y, η) : r0(y, η) = 0, Hj
r0

(r1) = 0,∀j}.

Here Hj
r0

is just the Hamiltonian vector field Hr0 associated to r0 composed j times.
Moreover, for G2, we can define G2,± = {(y, η) : r0(y, η) = 0,±r1(y, η) > 0}. Thus
G2 = G2,+ ∪G2,−. For ρ ∈ G2,+, we say that ρ is a gliding point and for ρ ∈ G2,−, we
say that ρ is a diffractive point. For ρ ∈ Gj, j ≥ 2, we say that a bicharacteristic of
p tangentially contacts the boundary {x = 0} ×B with order j at the point ρ.

We have the definition of the generalized bicharacteristics (See [15, Section 24.3]
for more details):

Definition 2.3. A generalized bicharacteristic of p is a map:

s ∈ I\D 7→ γ(s) ∈ T ∗M ∪ G,
where I is an interval on R and D is a discrete subset I, such that p ◦ γ = 0 and the
following properties hold:

(1) γ(s) is differentiable and dγ
ds

= Hp(γ(s)) if γ(s) ∈ T ∗M\T ∗∂M or γ(s) ∈
G2,+.

(2) Every s ∈ D is isolated ,i.e., there exists ε > 0 such that γ(s) ∈ T ∗M\T ∗∂M
if 0 < |s− t| < ε, and the limits γ(s±) are different points in the same fiber
of T ∗∂M .
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(3) γ(s) is differentiable and dγ
ds

= H−r0(γ(s)) if γ(s) ∈ G\G2,+.

Remark 2.4. We denote the Melrose cotangent compressed bundle by bT ∗M and
the associated canonical map by j : T ∗M 7→ bT ∗M . j is defined by

(2.14) j(x, y, ξ, η) = (x, y, xξ, η).

Under this map j, one can see γ(s) as a continuous flow on the compressed cotangent
bundle bT ∗M . This is the so-called Melrose-Sjöstrand flow (see [10] for more details).

From now on we always assume that there is no infinite tangential contact between
the bicharacteristic of p and the boundary. This is in the meaning of the following
definition:

Definition 2.5. We say that there is no infinite contact between the bicharacteristics
of p and the boundary if there exists N ∈ N such that the gliding set G satisfies

G =
N⋃
j=2

Gj.

It is well-known that under this hypothesis, there exists a unique generalized
bicharacteristic passing through any point. This means that the Melrose-Sjöstrand
flow is globally well-defined. One can refer to [26] and [27] for the proof.

2.4. Microlocal defect measures. In this section, we will give two approaches to
construct the microlocal defect measures. The first one is based on the article by
Gérard and Leichtnam [14] for Helmoltz equation and Burq [8] for wave equations.
The other one follows the idea in the article [17] by Lebeau and we rely on the article
[10] by Burq and Lebeau for the setting of wave systems. In the first approach, we can
compare two different measures, especially the supports of two different measures.
In the later proof, it is crucial to distinguish the measures with different speeds
based on this idea. On the other hand, we use the second approach to describe the
way the polarization of one measure is turning.

Let (uk)k∈N be a bounded sequence in
(
L2
loc(R;L2(Ω))

)n
, converging weakly to 0

and such that {
Puk = o(1)H−1 ,
uk|x=0 = 0.

Let uk be the extension by 0 across {x = 0}. Then the sequence uk is bounded in(
L2
loc(R;L2(Rd))

)n
. LetA be the space of n×n matrices of classical polyhomogeneous

pseudo-differential operators of order 0 with compact support in R×Rd (i.e, A = ϕAϕ
for some ϕ ∈ C∞0 (R × Rd)). Let us denote by M+ the set of nonnegative Radon
measures on T ∗(R × Rd). Following [8, Section 1], we have the existence of the
microlocal defect measure as follows:

Proposition 2.6 (Existence of the microlocal defect measure-1). There exists a
subsequence of (uk) (still denoted by (uk)) and µ ∈M+ such that

(2.15) ∀A ∈ A, lim
k→∞

(Auk, uk)L2(R×Ω) = 〈µ, σ(A)〉,

where σ(A) is the principal symbol of the operator A (which is a matrix of smooth
functions, homogeneous of order 0 in the variable ξ).

From [8, Théorème 15], we have the following proposition.
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Proposition 2.7. For the microlocal defect measure µ defined above, we have the
following properties.

• The measure µ is supported Char(P )∩ (R×Ω), where Char(P ) is defined in
(2.13).
• The measure µ does not charge the hyperbolic points in ∂M :

µ(H) = 0.

• In particular, if n = 1, the scalar measure µ is invariant along the generalized
bicharacteristic flow.

On the other hand, let A be the space of n × n matrices of pseudo-differential
operators of order 0, in the form of A = Ai+At, with Ai a classical pseudo-differential
operator with compact support in M(i.e, Ai = ϕAiϕ for some ϕ ∈ C∞0 (M)) and
At a classical tangential pseudo-differential operator in M(i.e., At = ϕAtϕ for some
ϕ ∈ C∞(M)). Then denote

Z = j(Char(P )), Ẑ = Z ∪ j(T ∗M |x=0),

where j is defined in (2.14) and

SẐ = (Ẑ\M)/R∗+, SZ = (Z\M)/R∗+.

SẐ and SZ are the quotient spherical spaces of Ẑ and Z and they are locally compact
metric spaces. Here, we identify the zero section M × {0} ⊂b T ∗M with M itself.

For A ∈ A, with principal symbol a = σ(A), define

κ(a)(ρ) = a(j−1(ρ)),∀ρ ∈ bT ∗M.

Now, we have that K = {κ(a) : a = σ(A), A ∈ A} ⊂ C0(SẐ;End(Cn)). Define M+

to be the space of all positive Borel measures on SẐ. By duality, we know thatM+

is the dual space of C0
0(SẐ;End(Cn)), which verifies the property:

〈µ, a〉 ≥ 0,∀a ∈ C0(SẐ;End+(Cn)),∀µ ∈M+,

where End+(Cn) denotes the space of n× n positive hermitian matrices. Following
the article [10] by Burq and Lebeau, we obtain the existence of the microlocal defect
measure and some properties as follows:

Proposition 2.8 (Existence of the microlocal defect measure-2). There exists a
subsequence of (uk) (still noted by (uk)) and µ ∈M+ such that

(2.16) ∀A ∈ A, lim
k→∞

(Auk, uk)L2(R×Ω) = 〈µ, κ(σ(A))〉.

Lemma 2.9. The microlocal defect measure µ defined in Proposition 2.8 satisfies
that µ1H∪E = 0, where H is the set of hyperbolic points and E is the set of elliptic
points as defined in Subsection 2.3.

In the following, suppose that there is no infinite contact between the bicharacter-
istic of p and the boundary. This hypothesis implies the existence and uniqueness of
the generalized bicharacteristic passing through any point, which ensures that the
Melrose-Sjöstrand flow is globally well-defined. By a suitable change of parameter
along this flow, we obtain a flow on SZ. Consider S a hypersurface tranverse to the
flow. Then locally, SZ = Rs × S, where s is the well-chosen parameter along the
flow. We have the following propagation lemma for the microlocal defect measure.
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Lemma 2.10. Assume that the microlocal defect measure µ is defined in Proposi-
tion 2.8. Then µ is supported in SZ and there exists a function

(s, z) ∈ Rs × S 7→M(s, z) ∈ Cn

µ−almost everywhere continuous such that the pullback of the measure µ by M(i.e.,
the measure P∗µ = M∗µM defined for a ∈ C0(SZ)) by

〈M∗µM, a〉 = 〈µ,MaM∗〉
satisfies

d

ds
P∗µ = 0.

We say that the measure µ is invariant along the flow associated with M . Further-
more, the function M is continuous, and along any generalized bicharacteristic, the
matrix M is solution to a differential equation whose coefficients can be explicitly
computed in terms of the geometry and the different terms in the operator P .

For the differential equation that M satisfies, one can refer to [10, Section 3.2] for
more details.

Remark 2.11. Roughly speaking, in the result above, the Frobenius norm of M
describes the damping of the measure µ, whereas the rotation component of M (i.e.
the orthogonal part of the polar decomposition) describes the way the polarization of
the measure (asymptotic polarization of the sequence (uk)) is turning.

Remark 2.12. Notice that in [8, Section 3], the author considered the case of so-
lutions to the wave equation at the energy level (bounded in H1

loc), and hence was
considering second order operators. However, it is easy to change the energy level
into L2, one can see [28, Remark 4.4] for more details.

Remark 2.13. From Proposition 2.7, we know that supp(µ) ⊂ Char(P ). Notice that
in the interior of M , the two definitions coincide, i.e., for any pseudo-differential op-
erator A of order 0 with principal symbokl σ(A) satisfying supp(σ(A)) ⊂ Char(P )|M ,
we have 〈µ, σ(A)〉 = 〈µ, κ(σ(A)), simply by their definitions. At the boundary, since
both measures µ and µ do not not charge the hyperbolic points in ∂M , we know
that µ|SẐ = µ holds µ almost surely and µ almost surely. Under this sense, we can
identify the two measures.

3. Proof of the sufficient part of Theorem 1.16 in the case n2 = 2

In this section, we shall present the sufficient part of the proof of Theorem 1.16
in the case n2 = 2 (and of course n1 = 1). We divide the proof into three steps.
Firstly, we give a reformulation of System (3.1). Then we study a simpler problem
and obtain a compatibility condition for it. At last, we present the proof for the
general case.

3.1. Reformulation of the system in symmetric spaces. In the case n2 = 2,
we write System (1.1) as follows:

(3.1) .


∂2
t u

1
1 − d1∆u1

1 + α1u
2
1 + α2u

2
2 = 0 in (0, T )× Ω,

∂2
t u

2
1 − d2∆u2

1 + a11u
2
1 + a12u

2
2 = b1f1ω in (0, T )× Ω,

∂2
t u

2
2 − d2∆u2

2 + a21u
2
1 + a22u

2
2 = b2f1ω in (0, T )× Ω,

u1
1 = 0, u2

j = 0 on (0, T )× ∂Ω, j = 1, 2,
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with initial conditions

(u1
1(0, x), u2

1(0, x), u2
2(0, x), ∂tu

1
1(0, x), ∂tu

2
1(0, x), ∂tu

2
2(0, x))

belonging to a space that will be detailed later on.
Before we reformulate the system, we introduce the Brunovský normal form.

Theorem 3.1 (Brunovský Normal Form). Assume that A is a square matrix of size
n × n, B is a matrix of size n × 1 and (A,B) satisfies the Kalman rank condition.
Then, there exists an invertible matrix P such that A = P−1JP and B = P−1en,
where

(3.2) J =


0 1 0 0

0 0
. . . 0

...
. . . . . . 1

−an · · · −a2 −a1

 , and en =


0
...
0
1

 ,

and the coefficients (aj)1≤j≤n are defined by the characteristic polynomial of A, i.e.
χA(X) = Xn + a1X

n−1 + · · ·+ an−1X + an.

One can find for instance the proof in [30, Théorème 2.2.7] for this theorem. Now,
we set Ã, B̃, and α by

Ã =

(
a11 a12

a21 a22

)
, B̃ =

(
b1

b2

)
, and α = (α1, α2).

Then, we obtain A =

(
0 α

0 Ã

)
, B =

(
0

B̃

)
. As a consequence of (1.6), we know

that (Ã, B̃) satisfies the Kalman rank condition. Hence, by the Brunovský normal
form, there exists an invertible matrix P̃ such that

Ã = P̃

(
0 1
−a1 −a2

)
P̃−1, B̃ = P̃

(
0
1

)
, and α̃ = (α̃1, α̃2) = αP̃−1.

Furthermore, according to the third statement of Proposition 1.6, we know that

(3.3) α̃2(d1 − d2)λ+ α̃1 6= 0,∀λ ∈ σ(−∆D).

Using the change of unknowns

(3.4)

 ũ1
1

ũ2
1

ũ2
2

 =

(
1 0

0 P̃

) u1
1

u2
1

u2
2

 ,

we obtain a simplified system
(3.5)

�1ũ
1
1 + α̃1ũ

2
1 + α̃2ũ

2
2 = 0 in (0, T )× Ω,

�2ũ
2
1 + ũ2

2 = 0 in (0, T )× Ω,
�2ũ

2
2 − a1ũ

2
1 − a2ũ

2
2 = f1ω in (0, T )× Ω,

ũ1
1 = 0, ũ2

1 = 0, ũ2
2 = 0 on (0, T )× ∂Ω,

(ũ1
1(0, x), ũ2

1(0, x), ũ2
2(0, x))|t=0 = (ũ1,0

1 , ũ2,0
1 , ũ2,0

2 ) in Ω,

(∂tũ
1
1(0, x), ∂tũ

2
1(0, x), ∂tũ

2
2(0, x))|t=0 = (ũ1,1

1 , ũ2,1
1 , ũ2,1

2 ) in Ω.

Therefore, the exact controllability of System (3.1) is equivalent to the exact con-
trollability of System (3.5). Classically, given the initial conditions

(ũ2,0
1 , ũ2,0

2 , ũ2,1
1 , ũ2,1

2 ) ∈ H2
Ω(∆D)×H1

Ω(∆D)×H1
Ω(∆D)×H0

Ω(∆D),
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the solutions ũ2
1 and ũ2

2 satisfy

ũ2
1 ∈ C0([0, T ], H2

Ω(∆D)) ∩ C1([0, T ], H1
Ω(∆D)),

ũ2
2 ∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)),

As for the regularity of the solution ũ1
1, it depends on the coupling term α̃1ũ

2
1 + α̃2ũ

2
2.

Thus, it is natural to discuss in two different cases, i.e. α̃2 6= 0 and α̃2 = 0.

3.2. The case α̃2 = 0. In what follows, we will present into details the proof of
Theorem 1.16 firstly in the case n2 = 2 (and n1 = 1 by Proposition 1.6), and
A1 = (α1, 0). Here, for the sake of simplicity we remove the˜ in our notations and
we investigate the system

(3.6)



�1u
1
1 + α1u

2
1 = 0 in (0, T )× Ω,

�2u
2
1 + u2

2 = 0 in (0, T )× Ω,
�2u

2
2 − a1u

2
1 − a2u

2
2 = f1ω in (0, T )× Ω,

u1
1 = 0, u2

j = 0 on (0, T )× ∂Ω, j = 1, 2,

(u1
1, u

2
1, u

2
2)|t=0 = (u1,0

1 , u2,0
1 , u2,0

2 ) in Ω,

(∂tu
1
1, ∂tu

2
1, ∂tu

2
2)|t=0 = (u1,1

1 , u2,1
1 , u2,1

2 ) in Ω.

For this system, we have the following well-posedness property.

Proposition 3.2. Assume that the initial conditions satisfy

(u2,0
1 , u2,0

2 , u2,1
1 , u2,1

2 ) ∈ H2
Ω(∆D)×H1

Ω(∆D)×H1
Ω(∆D)×H0

Ω(∆D),

(u1,0
1 , u1,1

1 ) ∈ H4
Ω(∆D)×H3

Ω(∆D).

Additionally, assume that
(3.7)

(−∆D)2u1,0
1 −

α1

d1 − d2

∆Du
2,0
1 ∈ H1

Ω(∆D), (−∆D)2u1,1
1 −

α1

d1 − d2

∆Du
2,1
1 ∈ H0

Ω(∆D).

Then, the solutions u1
1, u2

1 and u2
2 satisfy

u1
1 ∈ C0([0, T ], H4

Ω(∆D)) ∩ C1([0, T ], H3
Ω(∆D)),

u2
1 ∈ C0([0, T ], H2

Ω(∆D)) ∩ C1([0, T ], H1
Ω(∆D)),

u2
2 ∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)),

(−∆D)2u1
1 −

α1

d1 − d2

∆Du
2
1 ∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)).

Proof of Proposition 3.2. Classically, given the initial conditions

(u2,0
1 , u2,0

2 , u2,1
1 , u2,1

2 ) ∈ H2
Ω(∆D)×H1

Ω(∆D)×H1
Ω(∆D)×H0

Ω(∆D),

the solutions u2
1 and u2

2 satisfy

(3.8)
u2

1 ∈ C0([0, T ], H2
Ω(∆D)) ∩ C1([0, T ], H1

Ω(∆D)),

u2
2 ∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)).

According to Lemma 2.2, given the initial condition

u1,0
1 , u1,1

1 ∈ H4
Ω(∆D)×H3

Ω(∆D),

the solution u1
1 satisfies

(3.9) u1
1 ∈ C0([0, T ], H4

Ω(∆D)) ∩ C1([0, T ], H3
Ω(∆D)).
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Let us first do some reformulation for the system. Define the transform S0 by

(3.10) S0

 u1
1

u2
1

u2
2

 =

 v1
1

v2
1

v2
2

 ,

where

(3.11)

 v1
1 = D3

t u
1
1,

v2
1 = Dtu

2
1,

v2
2 = u2

2.

We need to invert the previous relations by expressing u1
1, u

2
1, u

2
2 in terms of v1

1, v
2
1, v

2
2.

Firstly, for the term u2
2 = v2

2, there is nothing to do. Then, we look at the term u2
1.

We need to “invert” in some sense the operator Dt. We use the second equation of
System (3.6). We apply Dt on the second equation of System (3.11), and we obtain

Dtv
2
1 = D2

t u
2
1

= u2
2 − d2∆u2

1

= v2
2 − d2∆u2

1.

Hence, we obtain that

(3.12) u2
1 =

(−∆D)−1

d2

(Dtv
2
1 − v2

2).

For the last term u1
1, we apply Dt on the first equation of System (3.11), then we

use the first equation of System (3.6), the second equation of System (3.6) and the
last equation of System (3.11) to obtain

Dtv
1
1 = D2

t (D
2
t u

1
1)

= α1D
2
t u

2
1 − d1∆D2

t u
1
1

= α1(u2
2 − d2∆u2

1)− d1∆D(α1u
2
1 − d1∆u1

1)

= (−d1∆)2u1
1 − α1(d1 + d2)∆u2

1 + α1v
2
2.

Therefore, from the above computations, (3.11), and (3.12), an inverse transform is
the following:

(3.13)


u1

1 = (−∆D)−2

d2
1

(Dtv
1
1 + α1

d1+d2

d2
Dtv

2
1 + α1

d1

d2
v2

2),

u2
1 = (−∆D)−1

d2
(Dtv

2
1 − v2

2),

u2
2 = v2

2.

From the regularity results given in (3.8), (3.9) and the relations (3.13), we obtain
that

(3.14)
v1

1 ∈ C0([0, T ];H1
Ω(∆D)) ∩ C1([0, T ];H0

Ω(∆D)),

v2
j ∈ C0([0, T ];H1

Ω(∆D)) ∩ C1([0, T ];H0
Ω(∆D)), j = 1, 2.

Moreover, from (3.6) and (3.13), (v1
1, v

2
1, v

2
2) satisfies the following system:

(3.15)


�1v

1
1 + α1D

2
t v

2
1 = 0 in (0, T )× Ω,

�2v
2
1 +Dtv

2
2 = 0 in (0, T )× Ω,

�2v
2
2 −

a1(−∆D)−1

d2
(Dtv

2
1 − v2

2)− a2v
2
2 = f1ω in (0, T )× Ω,

v1
1 = 0, v2

j = 0 on (0, T )× ∂Ω, j = 1, 2,
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with appropriate initial conditions. Using the identity

(3.16) −D2
t =

1

d2 − d1

(d2�1 − d1�2) ,

we obtain that

(3.17) D2
t v

2
1 = − 1

d2 − d1

(d2�1 − d1�2)v2
1.

Using (3.17) in the first equation of (3.15), we also deduce that

(3.18) �1

(
v1

1 −
α1d2

d2 − d1

v2
1

)
− α1d1

d2 − d1

Dtv
2
2 = 0.

Now, let us define

(3.19) y = Dtv
1
1 −

α1d2

d2 − d1

Dtv
2
1.

Then, by (3.19) and (3.18), we obtain that

(3.20) �1y −
α1d1

d2 − d1

D2
t v

2
2 = 0.

We also remark that by using (3.16),

(3.21) −D2
t v

2
2 =

1

d2 − d1

(d2�1 − d1�2)v2
2.

Using the last equation of (3.15) together with (3.20) and (3.21), we deduce that
(3.22)

�1

(
y +

α1d1d2

(d2 − d1)2
v2

2

)
=

α1d
2
1

(d2 − d1)2
f +

α1a1d
2
1(−∆D)−1

d2(d2 − d1)2
(Dtv

2
1 − v2

2) +
α1a2d

2
1

(d2 − d1)2
v2

2.

Let us now express y with respect to the original variables u1
1, u

2
1, u

2
2. From (3.19),

(3.11) and the first equation of (3.6), we obtain that

(3.23)

y = Dtv
1
1 −

α1d2

d2 − d1

Dtv
2
1

= D4
t u

1
1 −

α1d2

d2 − d1

D2
t u

2
1

= D2
t

(
D2
t u

1
1 −

α1d2

d2 − d1

u2
1

)
= D2

t

(
−d1∆u1

1 + α1u
2
1 −

α1d2

d2 − d1

u2
1

)
= D2

t

(
−d1∆u1

1 −
α1d1

d2 − d1

u2
1

)
.

Combining with the second equation of (3.6), we obtain

y = (−d1∆)2u1
1 −

α1d
2
1

d1 − d2

∆u2
1 +

α1d1

d1 − d2

u2
2.

Hence, we obtain

y +
α1d2d1

(d1 − d2)2
u2

2 = (−d1∆)2u1
1 −

α1d
2
1

d1 − d2

∆u2
1 +

α1d
2
1

(d2 − d1)2
u2

2.
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Now, we define

ỹ = y +
α1d2d1

(d1 − d2)2
u2

2.

Then, ỹ satisfies

(3.24) �1ỹ =
α1d

2
1

(d2 − d1)2
f +

α1a1d
2
1(−∆D)−1

d2(d2 − d1)2
(Dtv

2
1 − v2

2) +
α1a2d

2
1

(d2 − d1)2
v2

2.

The initial condition associated with ỹ is given by

ỹ|t=0 =

(
(−d1∆)2u1

1 −
α1d

2
1

d1 − d2

∆u2
1 +

α1d
2
1

(d2 − d1)2
u2

2

)
|t=0

= (−d1∆)2u1,0
1 −

α1d
2
1

d1 − d2

∆u2,0
1 +

α1d
2
1

(d2 − d1)2
u2,0

2

= d2
1

(
(−∆)2u1,0

1 −
α1

d1 − d2

∆u2,0
1

)
+

α1d
2
1

(d2 − d1)2
u2,0

2

∂tỹ|t=0 =

(
(−d1∆)2∂tu

1
1 −

α1d
2
1

d1 − d2

∆∂tu
2
1 +

α1d
2
1

(d2 − d1)2
∂tu

2
2

)
|t=0

= (−d1∆)2u1,1
1 −

α1d
2
1

d1 − d2

∆u2,1
1 +

α1d
2
1

(d2 − d1)2
u2,1

2

= d2
1

(
(−∆)2u1,1

1 −
α1

d1 − d2

∆u2,1
1

)
+

α1d
2
1

(d2 − d1)2
u2,1

2 .

Hence, from our Hypothesis (3.7) together with (3.8) and (3.9), we deduce that

(3.25) ỹ|t=0 ∈ H1
Ω(∆D), ∂tỹ|t=0 ∈ H0

Ω(∆D).

By (3.24) and (3.14), ỹ satisfies a wave equation with a source term in the space
L1((0, T ), H0

Ω(∆D)) and initial condition in H1
Ω(∆D)×H1

Ω(∆D) by (3.25). We deduce
that

ỹ ∈ C0([0, T ];H1
Ω(∆D)) ∩ C1([0, T ];H0

Ω(∆D)).

Hence, from (3.24) and (3.23), we deduce that

(−∆)2u1
1 −

α1

d1 − d2

∆u2
1 +

α1

(d2 − d1)2
u2

2 ∈ C0([0, T ];H1
Ω(∆D)) ∩ C1([0, T ];H0

Ω(∆D)).

Taking into account the last line of (3.8), this implies that

(−∆)2u1
1 −

α1

d1 − d2

∆u2
1 ∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)).

Remark 3.3. Let us define the transform S associated with the system (3.6) and
(3.26) by

S

 u1
1

u2
1

u2
2

 =

 v1
1

v2
1

v2
2

 ,

where

S =

 (−d1∆D)2 − α1d2
1

d1−d2
∆D

α1d2
1

(d2−d1)2

0 Dt 0
0 0 1

 ,
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and its “inverse”

S−1 =


(−∆D)−2

d2
1

−α1(−∆D)−2

d2(d1−d2)
Dt

α1(d1−2d2)(−∆D)−2

d2(d1−d2)2 )

0 (−∆D)−1

d2
Dt − (−∆D)−1

d2

0 0 1

 .

The previous computations show that we have a bijection between the solutions of

(3.6) and (3.26). Notably, if U =

 u1
1

u2
1

u2
2

 and V =

 v1
1

v2
1

v2
2

, then (S ◦ S−1)V = V

and (S−1 ◦ S)U = U .
Notably, (3.6) can be rewritten as

(∂2
t −D∆ + A)(S−1 ◦ SU) = b̂f.

Therefore, since S(U) = V we are able to rewrite the system (3.26) as follows:

(∂2
t − SDS−1∆ + SAS−1)V = S b̂f,

where

D =

 d1 0 0
0 d2 0
0 0 d2

 , A =

 0 α1 0
0 0 1
0 −a1 −a2

 , S b̂f =


αsd2

1

(d1−d2)2f

0
...
0
f

 .

Moreover, we could notice that both S and S−1 only involve Dt and (−∆D)k, k ∈ Z.
This abstract point of view will be useful in the proof of the general case given in
Section 4.

Now, we consider the exact controllability of System (3.6) in the space H1
1 ×H0

0,
according to Proposition 3.2.

We have the following result:

Theorem 3.4. Given T > 0, suppose that:

(1) (ω, T, pdi) satisfies GCC, i = 1, 2.
(2) Ω has no infinite order of tangential contact with the boundary.

Then System (3.6) is exactly controllable in H1
1 ×H0

0.

Recall that here the state space H1
1 ×H0

0 is given by

H1
1 = {(u, v1, v2) ∈ H4

Ω(∆D)×H2
Ω(∆D)×H1

Ω(∆D),

(−d1∆)2u− α1d
2
1

d1 − d2

∆v1 ∈ H1
Ω(∆D)},

H0
0 = {(u, v1, v2) ∈ H3

Ω(∆D)×H1
Ω(∆D)×H0

Ω(∆D),

(−d1∆)2u− α1d
2
1

d1 − d2

∆v1 ∈ H0
Ω(∆D)}.

Proof of Theorem 3.4.
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By the computations of Proposition 3.2, proving Theorem 3.4 is equivalent to
proving the exact controllability of the following system:
(3.26)
�1v

1
1 −

α1a1d2
1(−∆D)−1

d2(d2−d1)2 (Dtv
2
1 − v2

2)− α1a2d2
1

(d2−d1)2v
2
2 =

α1d2
1

(d2−d1)2f1ω in (0, T )× Ω,

�2v
2
1 +Dtv

2
2 = 0 in (0, T )× Ω,

�2v
2
2 −

a1(−∆D)−1

d2
(Dtv

2
1 − v2

2)− a2v
2
2 = f1ω in (0, T )× Ω,

v1
1 = 0 on (0, T )× ∂Ω,
v2

1 = v2
2 = 0 on (0, T )× ∂Ω,

with initial conditions

(v1
1, v

2
1, v

2
2)|t=0 ∈ (H1

0 (Ω))3 = L 3
1 ,

(∂tv
1
1, ∂tv

2
1, ∂tv

2
2)|t=0 ∈ (L2(Ω))3 = L 3

0 ,

in the state space L 3
1 × L 3

0 . Recall that we defined L k
s = (Hs

Ω(∆D))k in (1.5).
According to the Hilbert Uniqueness Method of J.-L. Lions [24], the exact controlla-
bility of System (3.26) is equivalent to proving the following observability inequality:
there exists C > 0 such that for any solution of the adjoint system:

(3.27)



�1w
1
1 = 0 in (0, T )× Ω,

�2w
2
1 −

α1a1d2
1(−∆D)−1

d2(d2−d1)2 Dtw
1
1 −

a1(−∆D)−1

d2
Dtw

2
2 = 0 in (0, T )× Ω,

�2w
2
2 +Dtw

2
1 − a2w

2
2 +

α1a1d2
1(−∆D)−1

d2(d2−d1)2 w1
1

− α1a2d2
1

(d2−d1)2w
1
1 + a1(−∆D)−1

d2
w2

2 = 0 in (0, T )× Ω,

w1
1 = 0 on (0, T )× ∂Ω,

w2
1 = w2

2 = 0 on (0, T )× ∂Ω,

with initial conditions

(w1
1, w

2
1, w

2
2)|t=0 ∈ L 3

0 ,(3.28)

(∂tw
1
1, ∂tw

2
1, ∂tw

2
2)|t=0 ∈ L 3

−1,(3.29)

we have the following observability inequality:

(3.30) C

∫ T

0

∫
ω

∣∣∣∣ α1d
2
1

(d2 − d1)2
w1

1 + w2
2

∣∣∣∣2 dxdt ≥ ||W (0)||2L 3
0 ×L 3

−1
,

where W = (w1
1, w

2
1, w

2
2).

Remark 3.5. As we showed in Remark 3.3, we are able to rewrite the system (3.27)
as follows:

(∂2
t − (S ′)−1

DS ′∆ + (S ′)−1
A∗S ′)W = 0.

However, we should pay attention to this S ′, which is defined as the invertible trans-
form between two adjoint systems. S ′ could be seen as the “adjoint” operator of S.
To be more specific, we write the original adjoint system as follows:

(3.31)


�1z

1
1 = 0 in (0, T )× Ω,

�2z
2
1 + α1z

1
1 − a1z

2
2 = 0 in (0, T )× Ω,

�2z
2
2 + z2

1 − a2z
2
2 = 0 in (0, T )× Ω,

z1
1 = 0, z2

j = 0 on (0, T )× ∂Ω, j = 1, 2.
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The transform S ′ associated with the system (3.27) and (3.31) is defined by

S ′
 w1

1

w2
1

w2
2

 =

 z1
1

z2
1

z2
2

 ,

where

(3.32) S ′ =

 (−d1∆D)2 0 0

− α1d2
1

d1−d2
∆D +

a1α1d2
1(−∆D)−1

d2(d1−d2)2 Dt
a1(−∆D)−1

d2

α1d2
1

(d2−d1)2 0 1

 ,

and its “inverse” by

(S ′)−1
=

 (−d1∆D)−2 0 0

−α1(−∆D)−2

d2(d1−d2)
Dt (−d2∆D)−1Dt 0

−α1(−∆D)−2

(d2−d1)2 0 1

 .

Moreover, we could notice that both S ′ and (S ′)−1 only involve Dt and (−∆D)k, k ∈
Z. As already written, this point of view will be useful in the proof of the general
case given in Section 4.

We divide the proof of the observability inequality (3.30) into two steps.

3.2.1. Step 1: establish a relaxed observability inequality. Firstly, we establish the
following relaxed observability inequality for the adjoint System (3.27).

Proposition 3.6. For solutions of System (3.27), there exists a constant C > 0
such that for any solution of (3.27) with initial conditions verifying (3.28), we have
(3.33)

||W (0)||2L 3
0 ×L 3

−1
≤ C

(∫ T

0

∫
ω

∣∣∣∣ α1d
2
1

(d2 − d1)2
w1

1 + w2
2

∣∣∣∣2 dxdt+ ||W (0)||2L 3
−1×L 3

−2

)
.

Proof of Proposition 3.6. We argue by contradiction. Suppose that the ob-
servability inequality (3.33) is not satisfied. Thus, there exists a sequence (W k)k∈N

of solutions of System (3.27) such that

||W k(0)||2L 3
0 ×L 3

−1
= 1,(3.34) ∫ T

0

∫
ω

∣∣∣∣ α1d
2
1

(d2 − d1)2
w1,k

1 + w2,k
2

∣∣∣∣2 dxdt→ 0 as k →∞,(3.35)

||W k(0)||2L 3
−1×L 3

−2
→ 0 as k →∞.(3.36)

By the continuity of the solution with respect to the initial data of System (3.27),
we know that the sequence (W k)k∈N is bounded in (L2((0, T )× Ω))3 and moreover,
W k ⇀ 0 in (L2((0, T )× Ω))3. W k satisfies the following system:

(3.37)


�1w

1,k
1 = o(1)H−1 in (0, T )× Ω, k →∞

�2w
2,k
1 = o(1)H−1 in (0, T )× Ω, k →∞

�2w
2,k
2 +Dtw

2,k
1 = o(1)H−1 in (0, T )× Ω, k →∞,

where the first equation is decoupled from the two last equations.
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Remark 3.7. We say fk = o(1)H−1 if limk→∞ ||fk||H−1((0,T )×Ω) = 0. Let us explain

briefly how to obtain (3.37). We take the term (−∆D)−1

d2
Dtw

2,k
2 for instance. Other

terms can be treated similarly. For (−∆D)−1

d2
Dtw

2,k
2 , we know that (−∆D)−1

d2
Dtw

2,k
2 ∈

L2((0, T );H2
Ω) ∩ H−1((0, T );H1

Ω) is a bounded sequence and converges weakly to 0.
Since the injection from L2((0, T );H2

Ω)∩H−1((0, T );H1
Ω) to H−1((0, T )×Ω) is com-

pact, we obtain that (−∆D)−1

d2
Dtw

2,k
2 = o(1)H−1.

Hence, we obtain two microlocal defect measures µ
1

and µ
2

associated with

(w1,k
1 )k∈N and (W 2,k)k∈N = (w2,k

1 , w2,k
2 )k∈N respectively. From the definition in Propo-

sition 2.6, we know that

(3.38)
∀A ∈ A, 〈µ

1
, σ(A)〉 = lim

k→∞
(Aw1,k

1 , w1,k
1 )L2 ,

〈µ
2
(i, j), σ(A)〉 = lim

k→∞
(Aw2,k

i , w2,k
j )L2 , 1 ≤ i, j ≤ 2.

Here µ
2

= (µ
2
(i, j))1≤i,j≤2 is the matrix measure associated with the sequence

(W 2,k)k∈N = (w2,k
1 , w2,k

2 )k∈N and wj,ki is the extension by 0 across the boundary
of Ω (1 ≤ i, j ≤ 2). Moreover, since the two characteristic manifolds Char(pd1) and
Char(pd2) are compact and disjoint, µ

1
and µ

2
are mutually singular in (0, T )× Ω,

from the first point of Proposition 2.7. Therefore, we obtain the following property:

Lemma 3.8. For A ∈ A with compact support in (0, T )× Ω and for 1 ≤ i ≤ 2, we
have

(3.39) lim sup
k→∞

|(Aw1,k
1 , w2,k

i )L2(R×Ω)| = 0.

Proof. We follow the same strategy as for the proof of [28, Lemma 4.10]. Since
Char(pd1) and Char(pd2) are disjoint, we choose a cut-off function β ∈ C∞(T ∗R×Rd)
homogeneous of degree 0 for |(τ, ξ)| ≥ 1, with compact support in (0, T ) × Ω such
that

β|Char(pd1 ) = 1, β|Char(pd2 ) = 0, and 0 ≤ β ≤ 1.

Since A ∈ A with compact support in (0, T )× Ω, for some ϕ ∈ C∞0 ((0, T )× ω), we
have that A = ϕAϕ. We introduce ϕ̃ ∈ C∞0 ((0, T ) × ω) such that ϕ̃|supp(ϕ) = 1 i.e,

ϕ̃ϕ = ϕ. Now, let us consider (Aw1,k
1 , w2,k

2 )L2 . First, we have that

(Aw1,k
1 , w2,k

2 )L2 = (ϕAϕw1,k
1 , w2,k

2 )L2

= (ϕAϕw1,k
1 , ϕ̃w2,k

2 )L2

= ((1−Op(β))ϕAϕw1,k
1 , ϕ̃w2,k

2 )L2 + (Op(β)ϕAϕw1,k
1 , ϕ̃w2,k

2 )L2 .

For the first term ((1−Op(β))ϕAϕw1,k
1 , ϕ̃w2,k

2 )L2 , by the Cauchy-Schwarz inequality,
we obtain that

(3.40) |((1−Op(β))ϕAϕw1,k
1 , ϕ̃w2,k

2 )L2| ≤ ||(1−Op(β))ϕAϕw1,k
1 ||L2||ϕ̃w2,k

2 ||L2 .

As we know that {w2,k
2 } is bounded in L2

loc(R
+×Rd), there exists a constant C such

that

(3.41) ||ϕ̃w2,k
2 ||2L2 = (ϕ̃w2,k

2 , ϕ̃w2,k
2 )L2 ≤ C.
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From the definition of the measure µ
1
, we obtain

(3.42)

lim
k→∞
||(1−Op(β))ϕAϕw1,k

1 ||2L2 = lim
k→∞

((1−Op(β))ϕAϕw1,k
1 , (1−Op(β))ϕAϕw1,k

1 )L2

= 〈µ
1
, (1− β)2ϕ4|σ(A)|2〉.

From Proposition 2.7, we have that supp (µ
1
) ⊂ Char(pd1). In addition, by the

choice of β, we know that 1 − β ≡ 0 on supp (µ
1
), which implies that 〈µ

1
, (1 −

β)2ϕ4|σ(A)|2〉 = 0. Combining (3.40), (3.41) and (3.42), we obtain

(3.43) lim sup
k→∞

|((1−Op(β))ϕAϕw1,k
1 , ϕ̃w2,k

2 )L2| = 0.

The other term is dealt with similarly. One can refer to [28, Lemma 4.10] for more
details. �

Let us go back to the proof of Proposition 3.6. We know that∫ T

0

∫
ω

∣∣∣∣ d2
1

(d2 − d1)2
w1,k

1 + w2,k
2

∣∣∣∣2 dxdt→ 0 as k →∞.

For χ ∈ C∞0 (ω × (0, T )), by expending the above expression,

2

(
d2

1

(d2 − d1)2
χw1,k

1 , χw2,k
2

)
L2(R×Ω)

+

(
d2

1

(d2 − d1)2
χw1,k

1 ,
d2

1

(d2 − d1)2
χw1,k

1

)
L2(R×Ω)

+
(
χw2,k

2 , χw2,k
2

)
L2(R×Ω)

→ 0, as k →∞.

By Lemma 3.8, we know that

lim sup
k→∞

∣∣∣∣∣
(

d2
1

(d2 − d1)2
χw1,k

1 , χw2,k
2

)
L2(R×Ω)

∣∣∣∣∣ = 0.

As a consequence, since we know that∣∣∣∣ d2
1

(d2 − d1)2
w1,k

1 + w2,k
2

∣∣∣∣2 > 0,

we deduce that (
d2

1

(d2 − d1)2
χw1,k

1 ,
d2

1

(d2 − d1)2
χw1,k

1

)
L2(R×Ω)

→ 0,(
χw2,k

2 , χw2,k
2

)
L2(R×Ω)

→ 0, as k →∞.

Thus, using (3.38), we know that (here µ2 = (µ2(i, j))1≤i,j≤2 is a matrix measure)

µ
1
|(0,T )×ω = 0, and µ

2
(2, 2)|(0,T )×ω = 0.

For µ
1
, since µ

1
is invariant along the general bicharacteristics of pd1 , combining

with GCC, we obtain as usual that µ
1
≡ 0. For µ

2
, we consider the other definition

of the microlocal defect measure. From the definition in Proposition 2.8, we know
that there exists a measure µ2 such that

(3.44) ∀A ∈ A, 〈µ2, κ(σ(A))〉 = lim
k→∞

(AW 2,k,W 2,k)L2 .
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Since µ
2
|Char(pd2 ) = µ2 µ2-almost surely by Remark 2.13, we obtain that µ2(2, 2)|(0,T )×ω

= 0. In the following part, we aim to prove that µ2 = 0. The basic idea is to use
Lemma 2.10. Here we recall this lemma under our setting of this adjoint system.

Lemma 3.9. Assume that µ2 is the corresponding microlocal defect measure de-
fined by (3.44) for the sequence (w2,k

1 , w2,k
2 )k∈N which satisfies the following system

(according to (3.27)):

(3.45)

{
�2w

2,k
1 = o(1)H−1 in (0, T )× Ω, k →∞

�2w
2,k
2 +Dtw

2,k
1 = o(1)H−1 in (0, T )× Ω, k →∞.

If we denote the general bicharacteristic by s 7→ γ(s), then along γ(s) there exists a
continuous function s 7→M(s) such that M satisfies the differential equation:

d

ds
(M(s)) = iE(τ)M(s),M(0) = Id,

and µ2 is invariant along the flow associated with M , which means that

d

ds
(M∗µ2M) = 0.

Here we denote by E(τ) the matrix

(
0 τ
0 0

)
.

Remark 3.10. For the differential equation which M satisfies and the explicit form
of the matrix E which we use here, one can refer to [10, Section 3.2] for more details.

Remark 3.11. In our setting, we can compute explicitly the form of the matrix

M(s) =

(
1 iτs
0 1

)
and τ is a constant with respect to s along the generalized bicharacteristic by the
explicit form of Char(P ) given in (2.13).

Now we use this Lemma 3.9 to prove that µ2 = 0. First, we would like to show
that supp(µ2) ∩ π−1((0, T ) × ω) = ∅. Let us fix some point ρ0 ∈ π−1((0, T ) ×
ω). Then, there exists a unique bicharacteristic s 7→ γ0(s) such that γ0(0) = ρ0.
Moreover, there exists ε > 0, which is sufficiently small, such that γ0((−2ε, 2ε)) ⊂
π−1((0, T ) × ω). Since µ2 is invariant along the flow associated with M , we obtain
µ2(0) = M(ε)∗µ2(ε)M(ε). Let

e1 =

(
1
0

)
and e2 =

(
0
1

)
.

By a straightforward computation using the special form of M , we have

M(ε)e2 = iτεM(ε)e1 + e2.

Hence, we obtain

(3.46)

µ2(0)e2 = M(ε)∗µ2(ε)M(ε)e2

= M(ε)∗µ2(ε)(iτεM(ε)e1 + e2)

= iτεµ2(0)e1 +M(ε)∗µ2(ε)e2.

We know that µ2(2, 2) ≡ 0 on (0, T ) × ω, which means that wk2,2 → 0 strongly in

L2((0, T ) × ω). Hence, by (3.38), we also have that µ2(ε)e2 = 0. Hence, we obtain
µ2(0)e2 = −iτεµ(0)e1. But by the choice of ρ0, we know that µ2(0)e2 also vanishes,



COUPLED WAVE SYSTEM 27

which gives that −iτεµ2(0)e1 = 0, i.e. µ2(0)e1 = 0. Hence, µ2(0) =

(
0 0
0 0

)
.

Since ρ0 is arbitrary, we deduce that supp(µ2) ∩ π−1((0, T )× ω) = ∅.
Now, let us go back to prove that µ2 = 0. For any point ρ1 ∈ supp(µ2), there

exists a unique bicharacteristic s 7→ γ1(s) such that γ1(0) = ρ1. Using the GCC (see
Definition 1.1), we know that there exists a time t0 such that γ1(t0) ∈ π−1((0, T )×ω).
Since µ2 is invariant along the flow associated with M , we obtain

(3.47) µ2(0) = M(t0)∗µ2(t0)M(t0).

We already know that supp(µ2)∩π−1((0, T )×ω) = ∅, which means that µ2(t0) = 0.
By (3.47), we deduce that µ2(0) = 0. Due to the arbitrary choice of ρ1, we obtain
that supp(µ2) = ∅, i.e. µ2 ≡ 0, which leads to a contradiction with (3.34) (See [28,
Section 4.2] for more details). We conclude that the relaxed observability inequality
(3.33) holds for all the solutions of System (3.27).

3.2.2. Step 2: analysis of the invisible solutions. With the relaxed observability in-
equality (3.33) in Proposition 3.6, we are now able to handle the low-frequencies and
conclude the proof of the observability (3.30). The main point here is a unique con-
tinuation result for solutions of the elliptic problem associated with System (3.27).
The idea of reducing the observability for the low frequencies to an elliptic unique
continuation result and associated technology are due to [7]. First, let us write for
the sake of simplicity the initial conditions as

(3.48) W = (w1,0
1 , w2,0

1 , w2,0
2 , w1,1

1 , w2,1
1 , w2,1

2 )t (∈ L 3
0 ×L 3

−1),

and define for any T > 0 the set of invisible solutions (see [7]) from (0, T )× ω

N3(T ) = {W ∈ L 3
0 ×L 3

−1 such that the associated solution of System (3.27)

satisfies
α1d

2
1

(d2 − d1)2
w1

1(x, t) + w2
2(x, t) = 0,∀(x, t) ∈ (0, T )× ω}.

We have the following key lemma, which is proved at the end of this section.

Lemma 3.12. N3(T ) = {0}.

Assume for the moment that Lemma 3.12 holds. As for the proof of the observ-
ability inequality (3.30), we proceed by contradiction. If the observability inequality
(3.30) were false, we could find a sequence (W k)k∈N of solutions to System (3.27)
which satisfy

||W k(0)||2L 3
0 ×L 3

−1
= 1,(3.49) ∫ T

0

∫
ω

∣∣∣∣ α1d
2
1

(d2 − d1)2
w1,k

1 + w2,k
2

∣∣∣∣2 dxdt→ 0 as k →∞.(3.50)

By the well-posedness, we know that (W k)k∈N is bounded in L2((0, T )×Ω). Hence,
there exists a subsequence (also denoted by W k) weakly converging in L2((0, T )×Ω),
towards W ∈ L2((0, T ) × Ω), which is also a solution of System (3.27) (since what

we consider is a linear system) and satisfies that
α1d2

1

(d2−d1)2w
1
1 + w2

2 = 0 in (0, T )× ω.

Thus, we know that W (0) ∈ N (T ) = {0}, which implies that W (0) = 0. Since
the embedding L2 ×H−1

Ω (∆D) ↪→ H−1
Ω (∆D)×H−2

Ω (∆D) is compact, we obtain that
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||W k(0)||2
L 3

−1×L 3
−2
→ ||W (0)||2

L 3
−1×L 3

−2
. From the relaxed observability inequality

(3.33), we know that

1 ≤ C||W (0)||2L 3
−1×L 3

−2
,

which contradicts to the fact that W (0) = 0. Then we can conclude the observability
inequality (3.30).

It only remains to prove Lemma 3.12.

Proof of Lemma 3.12. According to the relaxed observability inequality (3.33), for
W ∈ N (T ), we obtain that

(3.51) ||W (0)||2L 3
0 ×L 3

−1
≤ C||W (0)||2L 3

−1×L 3
−2
.

We know that N (T ) is a closed subspace of L 3
0 ×L 3

−1. By the compact embedding
L2(Ω)×H−1(Ω) ↪→ H−1(Ω)×H−2(Ω), we know that N (T ) has a finite dimension.
Then, we define the operator A as

0 0 0 1 0 0
0 0 0 0 1 0

0 0 0 0 0 1

−d1∆D 0 0 0 0 0

0 −d2∆D 0 −α1a1d
2
1(−∆D)−1

d2(d2−d1)2
0 −a1(−∆D)−1

d2
α1a1d

2
1(−∆D)−1

d2(d2−d1)2
− α1a2d

2
1

(d2−d1)2
0 −d2∆D − a2 +

a1(−∆D)−1

d2
0 1 0


.

We know that the solution (w1
1, w

2
1, w

2
2, Dtw

1
1, Dtw

2
1, Dtw

2
2)t can be written as

w1
1

w2
1

w2
2

Dtw
1
1

Dtw
2
1

Dtw
2
2

 = e−tA W ,

where W is defined in (3.48). Let δ ∈ (0, T ), we know that (3.51) is still true for
W ∈ N (T − δ). Taking W ∈ N (T ), for ε ∈]0, δ[, we have e−εA W ∈ N (T − δ).
For α large enough, as ε→ 0+,

(3.52) (α + A )−1 1

ε
(Id− e−εA )W → (α + A )−1A W as ε→ 0+in L 3

0 ×L 3
−1.

Remind that

(3.53) D(A ) = {U ∈ L 3
0 ×L 3

−1|
d

dt
(e−tA )t=0+ converges}.

Since ||(α + A )−1 · ||L 3
0 ×L 3

−1
is a norm, (3.52) means that (Id− e−εA )ε>0 is conver-

gent for this norm. Since all norms are equivalent on the finite-dimensional linear
subspace N (T ), we notably deduce that (Id− e−εA )W converges in L 3

0 ×L 3
−1, so

that W ∈ D(A ) by (3.53). We deduce that N(T − δ) ⊂ D(A ). Since this equality
is true for any δ ∈ (0, T ), we deduce that N(T ) ⊂ D(A ). Hence, for W ∈ N(T ),
we have

d

dt
(e−tA (W ))t=0+ = −A W .

Since N (T ) is clearly stable by differentiation with respect to t, we deduce that
A W ∈ N(T ). This implies that A N (T ) ⊂ N (T ) ⊂ L 3

0 × L 3
−1. Since N (T )

is a finite dimensional closed subspace of D(A ), and stable by the action of the
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operator A , it contains an eigenfunction of A . Let us consider such an eigenfunction
(φ0

1, φ
0
2, φ

0
3, φ

1
1, φ

1
2, φ

1
3) ∈ N (T ), associated to an eigenvalue ν ∈ C, so that we have

(3.54)

φ1
1 = νφ0

1,
φ1

2 = νφ0
2,

φ1
3 = νφ0

3,
−d1∆Dφ

0
1 = νφ1

1,

−d2∆Dφ
0
2 −

α1a1d2
1(−∆D)−1

d2(d2−d1)2 φ1
1 −

a1(−∆D)−1

d2
φ1

3 = νφ1
2,

−d2∆Dφ
0
3 − a2φ

0
3 + a1(−∆D)−1

d2
φ0

3 +
α1a1d2

1(−∆D)−1

d2(d2−d1)2 φ0
1 −

α1a2d2
1

(d2−d1)2φ
0
1 + φ1

2 = νφ1
3,(

α1d2
1

(d1−d2)2φ
0
1 + φ0

3

)
|ω = 0.

Let us define a change of variables:

(3.55)


ϕ1 = d2

1∆2
Dφ

0
1,

ϕ2 = νφ0
2 +

α1d2
1

d2−d1
∆Dφ

0
1 + a1(−∆D)−1

d2
(

α1d2
1

(d1−d2)2φ
0
1 + φ0

3),

ϕ3 =
α1d2

1

(d1−d2)2φ
0
1 + φ0

3.

Remark 3.13. We could make a link between the transform S ′ and (3.55). For-
mally, we are able to write

(3.56)

 ϕ1

ϕ2

ϕ3

 = S ′(ν,∆D)

 φ0
1

φ0
2

φ0
3

 .

Here we use the notation S ′(ν,∆D) to denote the transform replacing formally Dt

by the eigenvalue ν (remind that S ′ involves only Dt and powers of ∆D).

Then, we obtain a new system

(3.57)


−d1∆Dϕ1 = ν2ϕ1,
−d2∆Dϕ2 + α1ϕ1 − a1ϕ3 = ν2ϕ2,
−d2∆Dϕ3 − a2ϕ3 + ϕ2 = ν2ϕ3,
ϕ3|ω = 0.

Using the last equation of (3.57), we have

ϕ2|ω =
(
ν2ϕ3 + d2∆Dϕ3 + a2ϕ3

)
|ω = 0.

Similarly, using the second equation of (3.57), we obtain ϕ1|ω = 0. Since ϕ =
(ϕ1, ϕ2, ϕ3) is the solution of the elliptic System (3.57) verifying ϕ|ω = 0, by usual
unique continuation for elliptic systems, we obtain that ϕ ≡ 0 on Ω.

Let us now go back to the eigenvector (φ0
1, φ

0
2, φ

0
3, φ

1
1, φ

1
2, φ

1
3). The first line of

(3.57) gives that α1d
2
1∆2

Dφ
0
1 = 0 on Ω. Since α1 6= 0 by (3.3) and φ0

1 = ∆φ0
1 = 0 on

∂Ω, we deduce that φ0
1 = 0 on Ω. The first line of (3.54) also provides that φ1

1 = 0
on Ω. Working on the second line of (3.57) and then on the last line of (3.57), we
obtain similarly that φ0

2 = φ1
2 = φ0

3 = φ1
3 = 0 on Ω, which concludes the proof.

�

3.3. The case α̃2 6= 0. According to Lemma 2.2, given the initial condition

(ũ1,0
1 , ũ1,1

1 ) ∈ H3
Ω(∆D)×H2

Ω(∆D),

the solution ũ1
1 to the first line of (3.5) satisfies

ũ1
1 ∈ C0([0, T ], H3

Ω(∆D)) ∩ C1([0, T ], H2
Ω(∆D)).
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For technical reasons, we would like to work in symmetric spaces. We introduce
a change of variables 

v1
1 = D2

t ũ
1
1 +

α̃2d2

d1 − d2

ũ2
2,

v2
1 = Dtũ

2
1,

v2
2 = ũ2

2.

with the inverse transform defined by
ũ1

1 = (−∆D)−1

d1
v1

1 −
α1(−∆D)−2

d1d2
v2

1 + (−∆D)−1

d1
(α1 − α2d1

d1−d2
)v2

2,

ũ2
1 = (−∆D)−1

d2
(Dtv

2
1 − v2

2),

ũ2
2 = v2

2.

The exact controllability of System (3.5) is equivalent to the exact controllability in
the state space L 3

1 ×L 3
0 of the system:

(3.58)
�1v

1
1 + (α1 − α2a1d1(−∆D)−1

d2(d1−d2)
)Dtv

2
1 − (a2α2d1

d1−d2
+ α2a1d1(−∆D)−1

d2(d1−d2)
)v2

2 = α2d1

d1−d2
f,

�2v
2
1 +Dtv

2
2 = 0,

�2v
2
2 −

a1(−∆D)−1

d2
Dtv

2
1 + (a1(−∆D)−1

d2
− a2)v2

2 = f,

v1
1|∂Ω = 0, v2

j |∂Ω = 0, j = 1, 2,
(v1

1, v
2
1, v

2
2, ∂tv

1
1, ∂tv

2
1, ∂tv

2
2)|t=0 ∈ L 3

1 ×L 3
0 .

It is equivalent to proving the following observability inequality: ∃C > 0 such
that for any solutions of the adjoint system
(3.59)

�1w
1
1 = 0,

�2w
2
1 + (α1 − α2a1d1(−∆D)−1

d2(d1−d2)
)Dtw

1
1 −

a1(−∆D)−1

d2
Dtw

2
2 = 0,

�2w
2
2 +Dtw

2
1 + (a1(−∆D)−1

d2
− a2)w2

2 − (a2α2d1

d1−d2
+ α2a1d1(−∆D)−1

d2(d1−d2)
)w1

1 = 0,

w1
1|∂Ω = 0, w2

j |∂Ω = 0 j = 1, 2,

(w1
1, w

2
1, w

2
2)|t=0 = (w1,0

1 , w2,0
1 , w2,0

2 ) ∈ L 3
0 ,

(∂tw
1
1, ∂tw

2
1, ∂tw

2
2)|t=0 = (w1,1

1 , w2,1
1 , w2,1

2 ) ∈ L 3
−1.

we have the following observability inequality

(3.60) C

∫ T

0

∫
ω

∣∣∣∣ α2d1

d1 − d2

w1
1 + w2

2

∣∣∣∣2 dxdt ≥ ||W (0)||2L 3
0 ×L 3

−1
.

We follow the same procedure to prove the inequality (3.60) as we presented in
Subsection 3.2. The proof is totally similar for the high frequency part. For the
low frequency part, the same computations lead to consider a unique continuation
property of the form

(3.61)


−d1∆Dϕ1 = ν2ϕ1,
−d2∆Dϕ2 + α1ϕ1 − a1ϕ3 = ν2ϕ2,
−d2∆Dϕ3 + α2ϕ1 + ϕ2 − a2ϕ3 = ν2ϕ3,
ϕ3|ω = 0.

This system is very similar to (3.57). The main difference is that from the two last
lines of (3.61), we only obtain for the moment that

(3.62) α2ϕ1 + ϕ2 = 0 on ω.
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Using (3.62) with the first line of (3.61), we deduce that

(3.63) d1∆Dϕ2 = −d1α2∆Dϕ1 = ν2α2ϕ1 on ω.

From (3.63) and the second line of (3.61), we deduce that

(3.64)
(
d1α1 − α2d2ν

2
)
ϕ1 − ν2d1ϕ2 = 0 on ω.

The unique solution of (3.62) and (3.64) is ϕ1 = ϕ2 = 0 on ω if

(α2)
(
−ν2d1

)
− 1

(
d1α1 − α2d2ν

2
)
6= 0,

i.e.

α2ν
2 (d1 − d2) + d1α1 6= 0.

The first line of (3.61) implies that there exists λ ∈ σ(−∆D) such that ν2 = d1λ.
Hence, ϕ1 = ϕ2 = 0 on ω if

α2λ (d1 − d2) + α1 6= 0,

which is the case thanks to (3.3). Hence, we have ϕ1 = ϕ2 = ϕ3 = 0 on ω, and we
can then conclude exactly as in the previous case α̃2 = 0.

4. Proof of the sufficient part of Theorem 1.16

We organize this section a little bit differently from the previous section. We
start by a modal problem to introduce the compatibility condition in this setting.
We follow by a reformulation procedure of System (1.2). At last, we finish the proof
of our main Theorem 1.16.

4.1. The modal case. Let f ∈ L2((0, T ), L2(Ω)). For a fixed 1 ≤ s ≤ n2, we
consider the following system as a modal problem
(4.1)

�1u
1
1 +

∑s
j=1 αju

2
j = 0 in (0, T )× Ω,

�2u
2
1 + u2

2 = 0 in (0, T )× Ω,
...
�2u

2
n2−1 + u2

n2
= 0 in (0, T )× Ω,

�2u
2
n2
−
∑n2

j=1 an2+1−ju
2
j = f1ω in (0, T )× Ω,

u1
1 = 0, u2

j = 0 on (0, T )× ∂Ω, 1 ≤ j ≤ n2,

(u1
1, u

2
1, · · · , u2

n2
)|t=0 = (u1,0

1 , u2,0
1 , · · · , u2,0

n2
) in Ω,

(∂tu
1
1, ∂tu

2
1, · · · , ∂tu2

n2
)|t=0 = (u1,1

1 , u2,1
1 , · · · , u2,1

n2
) in Ω.

In this section, we aim to prove the exact controllability of System (4.1) with the
help of proper compatibility conditions. For this modal System (4.1), we have the
following well-posedness property:

Proposition 4.1. Assume that the initial conditions verify

(u1,0
1 , u2,0

1 , · · · , u2,0
n2

) ∈ Hn2+3−s
Ω (∆D)×Hn2

Ω (∆D)× · · · ×H1
Ω(∆D),

(u1,1
1 , u2,1

1 , · · · , u2,1
n2

) ∈ Hn2+2−s
Ω (∆D)×Hn2−1

Ω (∆D)× · · · ×H0
Ω(∆D).
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Additionally, let us define Ũ0 and Ũ1 by
(4.2)

Ũ0 = (−d1∆)n2−s+1u1,0
1 +

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2,0

j+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2,0

j+k+l,

and
(4.3)

Ũ1 = (−d1∆)n2−s+1u1,1
1 +

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2,1

j+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2,1

j+k+l.

Assume that Ũ0 ∈ H1
Ω(∆D) and Ũ1 ∈ H0

Ω(∆D). Then, the solution (u1
1, u

2
1, · · · , u2

n2
)

satisfies

(4.4)
u1

1 ∈ C0([0, T ], Hn2+3−s
Ω (∆)) ∩ C1([0, T ], Hn2+2−s

Ω (∆)),

u2
j ∈ C0([0, T ], Hn2+1−j

Ω (∆)) ∩ C1([0, T ], Hn2−j
Ω (∆)), 1 ≤ j ≤ n2.

Furthermore, we have
(4.5)(

(−d1∆)n2−s+1u1
1 +

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2

j+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2

j+k+l

)
∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)).

Remark 4.2. Let n2 = 2, s = 1, α1 = 1, then (4.5) becomes the following condition:(
(−d1∆)2u1

1 +
1∑

k=0

1−k∑
l=0

(
1− k
l

)
(−d1∆)k(−d2∆)1−k−lu2

1+l

+
1∑

k=0

1−k∑
l=0

d2d
k
1

(d1 − d2)k+1

(
1− k
l

)
(−d2∆)1−k−lu2

1+k+l

)
∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)).

Simplifying the formula, we obtain that(
(−d1∆)2u1

1 +
d1

d1 − d2

(−d1∆)u2
1 +

d2
1

(d1 − d2)2
u2

2

)
∈ C0([0, T ], H1

Ω(∆D)) ∩ C1([0, T ], H0
Ω(∆D)).

This is just the compatibility condition in the previous section.
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Proof. As we have shown in the proof of Proposition 3.2, it is classical to obtain
the regularity of the solutions given in (4.4), following Lemma 2.2. Now, we focus
on the proof of the compatibility conditions (4.5), so we restrict to the case s < n2

according to Remark 1.10. We perform the similar reformulation for the solutions
of System (4.1):

(4.6)


v1

1 = Dn2+2−s
t u1

1,
v2

1 = Dn2−1
t u2

1,
...
v2
n2

= u2
n2
.

The transform above is “invertible”, and there are four different cases for the form
of the inverse, that is, n2 and n2 − s are both even or odd, n2 is even while n2 − s
is odd and the converse, that we do not detail here. We perform the same strategy
as we have already shown in the proof of the Proposition 3.2. Thus, we obtain a
system for v1

1, v
2
1, · · · , v2

n2
given by

(4.7)



�1v
1
1 +

∑s
j=1 αjD

n2+2−s
t u2

j = 0 in (0, T )× Ω,
�2v

2
1 +Dtv

2
2 = 0 in (0, T )× Ω,

...
�2v

2
n2−1 +Dtv

2
n2

= 0 in (0, T )× Ω,
�2v

2
n2
−
∑n2

j=1 an2+1−ju
2
j = f1ω in (0, T )× Ω,

v1
1 = 0, v2

j = 0 on (0, T )× ∂Ω, 1 ≤ j ≤ n2,

with initial conditions

(4.8)
(v1

1, v
2
1, · · · , v2

n2
)|t=0 = (v1,0

1 , v2,0
1 , · · · , v2,0

n2
),

(∂tv
1
1, ∂tv

2
1, · · · , ∂tv2

n2
)|t=0 = (v1,1

1 , v2,1
1 , · · · , v2,1

n2
).

We focus on the first equation. Let y1
0 = v1

1 + αsd2

d1−d2
v2
s . Then, we obtain

�1y
1
0 = �1v

1
1 +

αsd2

d1 − d2

�1v
2
s

= −
s∑
j=1

αjD
n2−s+2
t u2

j +
αsd2

d1 − d2

�2v
2
s +

αsd2

d1 − d2

(d2 − d1)∆v2
s

= −
s∑
j=1

αjD
n2−s+2
t u2

j −
αsd2

d1 − d2

Dtv
2
s+1 − αsd2∆v2

s .

Since v2
s satisfies the equation �2v

2
s +Dtv

2
s+1 = 0 by (4.1), we obtain that

−αsDn2−s+2
t u2

s − αsd2∆v2
s = −αs(D2

t v
2
s + d2∆)v2

s

= αs�2v
2
s

= −αsDtv
2
s+1.
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This implies that

�1y
1
0 = −

s−1∑
j=1

αjD
n2−s+2
t u2

j −
αsd2

d1 − d2

Dtv
2
s+1 − αsDtv

2
s+1

= −
s−1∑
j=1

αjD
n2−s+2
t u2

j − αs(
d2

d1 − d2

+ 1)Dtv
2
s+1

= −
s−1∑
j=1

αjD
n2−s+2
t u2

j −
αsd1

d1 − d2

Dtv
2
s+1.

As a consequence, using the definition v2
s−1 = Dn2−s+1

t u2
s−1, we know that y1

0 satisfies
the equation

(4.9) �1y
1
0 +

s−2∑
j=1

αjD
n2−s+2
t u2

j +
αsd1

d1 − d2

Dtv
2
s+1 + αs−1Dtv

2
s−1 = 0.

Define by induction

(4.10) y1
j = Dty

1
j−1 +

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k v
2
s+j−2k, 1 ≤ j ≤ n2 − s− 1.

Let αj = 0 for j ∈ Z\{1, 2, · · · , s}. We have the following lemmas, which are proved
afterwards.

Lemma 4.3. y1
j (1 ≤ j ≤ n2 − s− 1) satisfies the equation

(4.11) �1y
1
j +

s−2−j∑
k=−∞

αkD
n2−s+j+2
t u2

k +

j+1∑
k=0

αs−kd
j+1−k
1

(d1 − d2)j+1−kDtv
2
s+j+1−2k = 0.

Remark 4.4.
∑s−2−l

k=−∞ αkD
n2−s+2
t u2

k is a sum of finite terms, since for k ≤ 0, αk ≡ 0.

Let ycomp = Dty
1
n2−s−1 +

∑n2−s
k=0

αs−kd2d
n2−s−k
1

(d1−d2)n2−s+1−k v
2
n2−2k.

Lemma 4.5. ycomp satisfies the equation

(4.12)

�1ycomp =−
n2−s+1∑
k=1

αs−kd
n2−s+1−k
1

(d1 − d2)n2−s+1−kDtv
2
n2+1−2k −

2s−2−n2∑
k=−∞

αkD
2n2−2s+2
t u2

k

+

n2∑
k=1

an2+1−kαsd
n2+1−s
1

(d1 − d2)n2+1−s u
2
k +

αsd
n2+1−s
1

(d1 − d2)n2+1−sf.

Lemma 4.6. For ycomp, we have

(4.13)

ycomp = (−d1∆)n2−s+1u1
1

+

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2

j+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αs−kd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2

j+k+l.
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Assume for the moment that these Lemmas are true and let us complete the proof
of Proposition 4.1. Define

(4.14)

F =−
n2−s+1∑
k=1

αs−kd
n2−s+1−k
1

(d1 − d2)n2−s+1−kDtv
2
s+j+1−2k −

2s−2−n2∑
k=−∞

αkD
2n2−2s+2
t u2

k

+

n2∑
k=1

an2+1−kαsd
n2+1−s
1

(d1 − d2)n2+1−s u
2
k +

αsd
n2+1−s
1

(d1 − d2)n2+1−sf.

Since

u2
k ∈ C0([0, T ], Hn2+1−k

Ω (∆D)) ∩ C1([0, T ], Hn2−k
Ω (∆D)),

we know that

D2n2−2s+2
t u2

k ∈ L1((0, T ), H0
Ω(∆D)), k ≤ 2s− 2− n2,

which implies that F ∈ L1((0, T ), H0
Ω(∆D)). Now, we remark that by (4.4) and

(4.5), ycomp satisfies

ycomp|t=0 = Ũ0 ∈ H1
Ω(∆D),

∂tycomp|t=0 = Ũ1 ∈ H0
Ω(∆D).

Consequently, from (4.12), (4.14) and the fact that F ∈ L1((0, T ), H0
Ω(∆D)),we

conclude that ycomp ∈ C0([0, T ], H1
Ω(∆D)) ∩ C1([0, T ], H0

Ω(∆D)). �

It only remains to prove Lemma 4.3, Lemma 4.5 and Lemma 4.6.

Proof of Lemma 4.3 and Lemma 4.5. We prove these lemmas by induction. For y1
0,

according to (4.9), we know that y1
0 satisfies (4.11) for j = 1. Assume that for l < j,

y1
l satisfies (4.11). Thus, using the definition of y1

j and the equation for y1
j−1, we

know that y1
j satisfies the following equation

�1y
1
j = Dt�1y

1
j−1 +

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k�1v
2
s+j−2k

= −
s−1−j∑
k=−∞

αkD
n2−s+j+2
t u2

k −
j∑

k=0

αs−kd
j−k
1

(d1 − d2)j−k
D2
t v

2
s+j−2k

+

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k�2v
2
s+j−2k +

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k (d2 − d1)∆v2
s+j−2k.

By simple observation, we know that

−
j∑

k=0

αs−kd
j−k
1

(d1 − d2)j−k
D2
t v

2
s+j−2k +

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k (d2 − d1)∆v2
s+j−2k

=

j∑
k=0

αs−kd
j−k
1

(d1 − d2)j−k
∂2
t v

2
s+j−2k +

j∑
k=0

αs−kd
j−k
1

(d1 − d2)j−k
(−d2∆)v2

s+j−2k

=

j∑
k=0

αs−kd
j−k
1

(d1 − d2)j−k
�2v

2
s+j−2k.
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Therefore, we simplify the equation for y1
j ,

�1y
1
j = −

s−1−j∑
k=−∞

αkD
n2−s+j+2
t u2

k +

j∑
k=0

αs−kd
j−k
1

(d1 − d2)j−k
(

d2

d1 − d2

+ 1)�2v
2
s+j−2k

= −
s−1−j∑
k=−∞

αkD
n2−s+j+2
t u2

k +

j∑
k=0

αs−kd
j−k+1
1

(d1 − d2)j−k+1
�2v

2
s+j−2k.

Using the equation �2v
2
s+j−2k = −Dtv

2
s+1+j−2k coming from (4.7), we obtain

�1y
1
j = −

s−1−j∑
k=−∞

αkD
n2−s+j+2
t u2

k −
j∑

k=0

αs−kd
j−k+1
1

(d1 − d2)j−k+1
Dtv

2
s+j−2k+1.

Now we look at the term αs−1−jD
n2−s+j+2
t u2

s−1−j. If j ≤ s− 1, we obtain

αs−1−jD
n2−s+j+2
t u2

s−1−j = αs−1−jDtv
2
s−1−j;

if j > s− 1, αs−1−j = 0. Hence, we have

�1y
1
j = −

s−2−j∑
k=−∞

αkD
n2−s+j+2
t u2

k −
j+1∑
k=0

αs−kd
j−k+1
1

(d1 − d2)j−k+1
Dtv

2
s+j−2k+1.

By induction, this implies that y1
j (1 ≤ j ≤ n2 − s− 1) satisfies the equation

(4.15) �1y
1
j +

s−2−j∑
k=−∞

αkD
n2−s+j+2
t u2

k +

j+1∑
k=0

αs−kd
j+1−k
1

(d1 − d2)j+1−kDtv
2
s+j+1−2k = 0.

Using the definition of ycomp, we obtain

�1ycomp = Dt�1y
1
n2−s−1 +

n2−s∑
k=0

αs−kd2d
n2−s−k
1

(d1 − d2)n2−s+1−k�1v
2
n2−2k.

Following the same procedure, we have the following equation

�1ycomp = −
2s−1−n2∑
k=−∞

αkD
2n2−2s+2
t u2

k +

n2−s∑
k=0

αs−kd
n2−s−k+1
1

(d1 − d2)n2−s−k+1
�2v

2
n2−2k.

Using the equation �2v
2
n2

=
∑n2

k=1 an2+1−ku
2
k + f coming from (4.7), we obtain

�1ycomp = −
2s−1−n2∑
k=−∞

αkD
2n2−2s+2
t u2

k +

n2−s∑
k=1

αs−kd
n2−s−k+1
1

(d1 − d2)n2−s−k+1
Dtv

2
n2−2k+1

+

n2∑
k=1

an2+1−kαsd
n2−s+1
1

(d1 − d2)n2−s+1
u2
k +

αsd
n2−s+1
1

(d1 − d2)n2−s+1
f.
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Now look at the term α2s−1−n2D
2n2−2s+2
t u2

2s−1−n2
. If 2s− 1− n2 ≤ 0, we know that

α2s−1−n2 ≡ 0. Otherwise, we know that D2n2−2s+2
t u2

2s−1−n2
= Dtv

2
2s−1−n2

. Conse-
quently, we obtain the equation for ycomp:

�1ycomp =−
n2−s+1∑
k=1

αs−kd
n2−s+1−k
1

(d1 − d2)n2−s+1−kDtv
2
n2+1−2k −

2s−2−n2∑
k=−∞

αkD
2n2−2s+2
t u2

k

+

n2∑
k=1

an2+1−kαsd
n2+1−s
1

(d1 − d2)n2+1−s u
2
k +

αsd
n2+1−s
1

(d1 − d2)n2+1−sf,

which is exactly the equation (4.12). �

Proof of Lemma 4.6. Recall the definition of ycomp,

ycomp = Dty
1
n2−s−1 +

n2−s∑
k=0

αs−kd2d
n2−s−k
1

(d1 − d2)n2−s+1−k v
2
n2−2k,

and the definition of y1
j (1 ≤ j ≤ n2 − s− 1),

y1
j = Dty

1
j−1 +

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k v
2
s+j−2k.

Therefore, by iteration, we have the following expression for ycomp

(4.16) ycomp = Dn2−s
t y1

0 +

n2−s∑
j=1

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−kD
n2−s−j
t v2

s+j−2k.

Using the definitions of y1
0 = v1

1 + αsd2

d1−d2
v2
s and v2

j = Dn2+1−j
t u2

j , 1 ≤ j ≤ n2 given in

(4.6), we simplify the formula above:

ycomp = D2n2−2s+2
t u1

1 +

n2−s∑
j=0

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−kD
2n2−2s−2j+2k
t u2

s+j−2k.

According to the equation D2
t u

1
1 = −d1∆u1

1 +
∑s

j=1 αju
2
j coming from (4.1), we

obtain

ycomp = D2n2−2s
t (−d1∆u1

1

+
s∑
j=1

αju
2
j) +

n2−s∑
j=0

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−kD
2n2−2s−2j+2k
t u2

s+j−2k

= (−d1∆)Dn2−s
t u1

1 +
s∑
j=1

αjD
n2−s
t u2

j

+

n2−s∑
j=0

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−kD
2n2−2s−2j+2k
t u2

s+j−2k.
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By iteration, we are able to obtain that

ycomp = (−d1∆)n2−s+1u1
1 +

n2−s∑
k=0

s∑
j=1

αj(−d1∆)kD2n2−2s−2k
t u2

j

+

n2−s∑
j=0

j∑
k=0

αs−kd2d
j−k
1

(d1 − d2)j+1−kD
2n2−2s−2j+2k
t u2

s+j−2k.

Now we introduce the following lemma to describe the term D2k
t u

2
j .

Lemma 4.7. Let u2
j be solutions to the system (4.1). If k + j ≤ n2, we have

(4.17) D2k
t u

2
j =

k∑
l=0

(
k

l

)
(−d2∆)lu2

j+k−l.

We shall prove this lemma in Appendix B. Now, we use this lemma to simplify the
formula of ycomp. In the term

∑n2−s
k=0

∑s
j=1 αj(−d1∆)kD2n2−2s−2k

t u2
j , since j ≤ s and

k ≥ 0, we know that n2 − s− k + j ≤ n2 − k ≤ n2. Thus, according to Lemma 4.7,
we obtain

(4.18) D2n2−2s−2k
t u2

j =

n2−s−k∑
l=0

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2

j+l.

On the other hand, in the term
∑n2−s

j=0

∑j
k=0

αs−kd2d
j−k
1

(d1−d2)j+1−kD
2n2−2s−2j+2k
t u2

s+j−2k, since

k ≥ 0, we know that (s + j − 2k) + (n2 − s − j + k) = n2 − k ≤ n2. Therefore,
according to Lemma 4.7, we obtain
(4.19)

D2n2−2s−2j+2k
t u2

s+j−2k =

n2−s−j+k∑
l=0

(
n2 − s− j + k

l

)
(−d2∆)n2−s−j+k−lu2

s+j−2k+l.

As a consequence, we obtain that
(4.20)
ycomp = (−d1∆)n2−s+1u1

1

+

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2

j+l

+

n2−s∑
j=0

j∑
k=0

n2−s−j+k∑
l=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k

(
n2 − s− j + k

l

)
(−d2∆)n2−s−j+k−lu2

s+j−2k+l.

For the last term in the formula above, since αs−k = 0 for k ≥ s, we know that

n2−s∑
j=0

j∑
k=0

n2−s−j+k∑
l=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k

(
n2 − s− j + k

l

)
(−d2∆)n2−s−j+k−lu2

s+j−2k+l

=
s−1∑
k=0

n2−s∑
j=k

n2−s−j+k∑
l=0

αs−kd2d
j−k
1

(d1 − d2)j+1−k

(
n2 − s− j + k

l

)
(−d2∆)n2−s−j+k−lu2

s+j−2k+l

=
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2

j+k+l.
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The last equality holds after a change of the sum index. Therefore, we obtain the
form for ycomp

(4.21)

ycomp = (−d1∆)n2−s+1u1
1

+

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2

j+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2

j+k+l.

�

We also have the similar theorem as we proved in the previous section:

Theorem 4.8. Given T > 0, suppose that:

(1) (ω, T, pdi) satisfies GCC, i = 1, 2.
(2) Ω has no infinite order of tangential contact with the boundary.

Then System (4.1) is exactly controllable in Hs
1 ×Hs

0.

As before, proving Theorem 4.8 is equivalent to proving the exact controllability
of the following system:
(4.22)

�1v
1
1 +R(v2

1, · · · , v2
n2

) =
αsd

n2+1−s
1

(d1−d2)n2+1−sf1ω in (0, T )× Ω,

�2v
2
1 +Dtv

2
2 = 0 in (0, T )× Ω,

...
�2v

2
n2
−
∑n2

k=1 an2+1−kS−1
k (v2

k, · · · , v2
n2

) = f1ω in (0, T )× Ω,
v1

1 = 0, v2
1 = · · · = v2

n2
= 0 on (0, T )× ∂Ω, ,

(v1
1, v

2
1, · · · , v2

n2
)|t=0 ∈ L n2+1

1

(∂tv
1
1, ∂tv

2
1, · · · , ∂tv2

n2
)|t=0 ∈ L n2+1

0 ,

with

R(v2
1, · · · , v2

n2
) =

n2−s+1∑
k=1

αs−kd
n2−s+1−k
1

(d1 − d2)n2−s+1−kDtv
2
s+j+1−2k

+

2s−2−n2∑
k=−∞

αkD
2n2−2s+2
t S−1

k (v2
k, · · · , v2

n2
)

+

n2∑
k=1

an2+1−kαsd
n2+1−s
1

(d1 − d2)n2+1−s S
−1
k (v2

k, · · · , v2
n2

).

Here we use the transform S given by

S


u1

1

u2
1

...
u2
n2

 =


v1

1

v2
1

...
v2
n2

 ,
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where

(4.23)


v1

1 = ycomp
v2

1 = Dn2−1
t u2

1,
...
v2
n2

= u2
n2
,

with

ycomp = (−d1∆)n2−s+1u1
1

+

n2−s∑
k=0

s∑
j=1

n2−s−k∑
l=0

αj

(
n2 − s− k

l

)
(−d1∆)k(−d2∆)n2−s−k−lu2

j+l

+
s∑
j=1

n2−2s+j∑
k=0

n2−s−k∑
l=0

αjd2d
k
1

(d1 − d2)k+1

(
n2 − s− k

l

)
(−d2∆)n2−s−k−lu2

j+k+l.

Remark that Proposition 3.2 together with (4.23) ensures that

(v1
1, v

2
1, . . . , v

2
n2

) ∈ C0([0, T ],L n2+1
1 ) ∩ C1([0, T ],L n2+1

0 ).

We use S−1 to denote the inverse transform given by

(4.24)



u1
1 = S−1

0 (v1
1, v

2
1, · · · , v2

n2
),

u2
1 = S−1

1 (v2
1, · · · , v2

n2
),

...
u2
n2−j = S−1

j (v2
n2−j, · · · , v

2
n2

), 0 ≤ j ≤ n2 − 1,
...
u2
n2

= S−1
n2

(v2
n2

) = v2
n2
.

Then, we treat exactly the same way as we did in the proof of Proposition 3.2 to
obtain the form of the inverse transform of S. There are two different cases. For
n2 = 2k + 1, which is an odd integer, we are able to obtain that

(4.25)



u2
2k+1 = v2

2k+1,

u2
2k = (−d2∆D)−1Dtv

2
2k + T (2k, 2k + 1)(−d2∆D)−1v2

2k+1,
...

u2
1 = (−d2∆D)−kv2

1 + T (1, 2)(−d2∆D)−k−1Dtv
2
2 · · ·

+T (1, 2k + 1)(−d2∆D)−2kv2
2k+1.

It is similar for the even integer n2 = 2k:
(4.26)

u2
2k = v2

2k,

u2
2k−1 = (−d2∆D)−1Dtv

2
2k−1 + T (2k − 1, 2k)(−d2∆D)−1v2

2k,
...

u2
1 = (−d2∆D)−kDtv

2
1 + T (1, 2)(−d2∆D)−kv2

2 · · ·+ T (1, 2k)(−d2∆D)1−2kv2
2k.

Here the coefficients {T (i, j)}1≤i<j≤n are uniquely determined by System (4.1), but
their exact value is not really important.

Remark 4.9. As explained in Remark 3.3, we are able to rewrite the system (4.22)
as follows:

(∂2
t − SDS−1∆ + SAS−1)V = S b̂f,
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and we have

S b̂f =


αsd

n2+1−s
1

(d1−d2)n2+1−sf,

0,
...
0,
f

 .

Moreover, we could notice that both S and S−1 only involve Dt and (−∆D)k, k ∈ Z.

According to the Hilbert Uniqueness Method, we only need to prove the observ-
ability inequality

(4.27) C

∫ T

0

∫
ω

∣∣∣∣ αsd
n2+1−s
1

(d1 − d2)n2+1−sw
1
1 + w2

n2

∣∣∣∣2 dxdt ≥ ||W (0)||2
L
n2+1
0 ×L

n2+1
−1

.

for any solution of the adjoint system:

(4.28)



�1w
1
1 = 0 in (0, T )× Ω,

�2w
2
1 + Λ1w

2
n2

+ Λ̃1w
1
1 = 0 in (0, T )× Ω,

�2w
2
2 +Dtw

2
1 + Λ2w

2
n2

+ Λ̃2w
1
1 = 0 in (0, T )× Ω,

...

�2w
2
n2

+Dtw
2
n2−1 + Λn2w

2
n2

+ Λ̃n2w
1
1 = 0 in (0, T )× Ω,

w1
1 = 0, w2

1 = · · · = w2
n2

= 0 on (0, T )× ∂Ω,

with initial conditions

(w1
1, w

2
1, · · · , w2

n2
)|t=0 ∈ (L2(Ω))n2+1 = L n2+1

0

(∂tw
1
1, ∂tw

2
1, · · · , ∂tw2

n2
)|t=0 ∈ (H−1

Ω (∆D))n2+1 = L n2+1
−1 ,

where the operators (Λj)1≤j≤n2 and (Λ̃j)1≤j≤n2 are uniquely determined by the trans-
form (4.23) and additionally are bounded operators in L2(Ω). As usual, we divide
the proof of the observability inequality (4.27) into two steps.

Remark 4.10. We are able to rewrite the adjoint system (4.28) as follows

(∂2
t − (S ′)−1DS ′∆ + (S ′)−1A∗S ′)W = 0.

Here the transform S ′ denotes the invertible transform between the adjoint systems.
Moreover, we could notice that both S ′ and (S ′)−1 only involve Dt and (−∆D)k, k ∈
Z.

4.1.1. Step 1: establish a relaxed observability inequality. First, we can establish a
relaxed observability inequality for the adjoint System (4.28).

Proposition 4.11. For solutions of System (4.28), there exists a constant C > 0
such that

(4.29)

||W (0)||2
L
n2+1
0 ×L

n2+1
−1

≤ C

(∫ T

0

∫
ω

∣∣∣∣ αsd
n2+1−s
1

(d1 − d2)n2+1−sw
1
1 + w2

n2

∣∣∣∣2 dxdt+ ||W (0)||2
L
n2+1
−1 ×L

n2+1
−2

)
.
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Proof. We argue by contradiction. Suppose that the observability inequality (4.29)
is not satisfied. Thus, there exists a sequence (W k)k∈N the solutions of System (4.28)
such that

||W k(0)||2
L
n2+1
0 ×L

n2+1
−1

= 1,(4.30) ∫ T

0

∫
ω

∣∣∣∣ αsd
n2+1−s
1

(d1 − d2)n2+1−sw
1,k
1 + w2,k

n2

∣∣∣∣2 dxdt→ 0 as k →∞,(4.31)

||W k(0)||2
L
n2+1
−1 ×L

n2+1
−2

→ 0 as k →∞.(4.32)

By the continuity of the solution with respect to the initial data of System (3.27), we
know that the sequence (W k)k∈N is bounded in (L2((0, T )× Ω))n2+1 and moreover,
W k ⇀ 0 in (L2((0, T )× Ω))n2+1. We have W k satisfying the following system

(4.33)



�w1,k
1 = o(1)H−1

Ω (∆D) in (0, T )× Ω,

�w2,k
1 = o(1)H−1

Ω (∆D) in (0, T )× Ω,

�w2,k
2 +Dtw

2,k
1 = o(1)H−1

Ω (∆D) in (0, T )× Ω,
...

�w2,k
n2

+Dtw
2,k
n2−1 = o(1)H−1

Ω (∆D) in (0, T )× Ω.

Hence, we obtain two microlocal defect measures µ
1
∈M+ and µ

2
∈M+ associated

with (w1,k
1 )k∈N and (W 2,k)k∈N respectively. From the definition in Proposition 2.6,

we know that

∀A ∈ A, 〈µ
1
, σ(A)〉 = lim

k→∞
(Aw1,k

1 , w1,k
1 )L2 ,

〈µ
2
(i, j), σ(A)〉 = lim

k→∞
(Aw2,k

i , w2,k
j )L2 , 1 ≤ i, j ≤ 2.

Here µ
2

= (µ
2
(i, j))1≤i,j≤n2 is the matrix measure associated with the sequence

(W 2,k)k∈N = (w2,k
1 , · · · , w2,k

n2
)k∈N and moreover, w1,k

1 and w2,k
i is the extension by 0

across the boundary of Ω(1 ≤ i ≤ n2). As we already presented in the Subsection 3.2,
the two measures are mutually singular in (0, T )× Ω. Then provided with∫ T

0

∫
ω

∣∣∣∣ αsd
n2+1−s
1

(d1 − d2)n2+1−sw
1,k
1 + w2,k

n2

∣∣∣∣2 dxdt→ 0 as k →∞,

we obtain that for χ ∈ C∞0 ((0, T )× ω)

〈 αsd
n2+1−s
1

(d1 − d2)n2+1−sχw
1,k
1 ,

αsd
n2+1−s
1

(d1 − d2)n2+1−sχw
1,k
1 〉 → 0,

〈χw2,k
n2
, χw2,k

n2
〉 → 0, as k →∞.

Thus, we know that

µ
1
|(0,T )×ω = 0, and µ

2
(n2, n2)|(0,T )×ω = 0.(4.34)

For µ
1
, since µ

1
is invariant along the along the general bicharacteristics of pd1 ,

combining with GCC, we know that µ
1
≡ 0. For µ

2
, we consider the other definition

of the microlocal defect measure. From Proposition 2.8, we know that there exists
a measure µ2 ∈M+ such that

(4.35) ∀A ∈ A, 〈µ2, κ(σ(A))〉 = lim
k→∞

(AW 2,k,W 2,k)L2 .
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Here µ2 = (µ2(i, j))1≤i,j≤n2 is a matrix measure. Since µ
2
|Char(pd2 ) = µ2 µ2-almost

surely, we obtain that µ2(n2, n2)|(0,T )×ω = 0. As we already presented in the Sub-
section 3.2, we would like to use Lemma 2.10. So we adapt this lemma under our
setting here.

Lemma 4.12. Assume that µ2 is the corresponding microlocal defect measure defined
by

(4.36) ∀A ∈ A, 〈µ2, κ(σ(A))〉 = lim
k→∞

(AW 2,k,W 2,k)L2 .

for the sequence W 2,k = (w2,k
1 , · · · , w2,k

n2
)k∈N which satisfies the following system:

(4.37)


�w2,k

1 = o(1)H−1
Ω (∆D) in (0, T )× Ω,

�w2,k
2 +Dtw

2,k
1 = o(1)H−1

Ω (∆D) in (0, T )× Ω,
...

�w2,k
n2

+Dtw
2,k
n2−1 = o(1)H−1

Ω (∆D) in (0, T )× Ω.

If we denote the general bicharacteristic by s 7→ γ(s), then along γ(s) there exists a
continuous function s 7→M(s) such that M satisfies the differential equation:

d

ds
(M(s)) = iE(τ)M(s),M(0) = Id,

and µ2 is invariant along the flow associated with M , which means that

d

ds
(M∗µ2M) = 0.

Here we denote by E(τ) the matrix


0 τ 0 0

0 0
. . . 0

...
. . . . . . τ

0 · · · 0 0

 .

Remark 4.13. For the differential equation satisfied by M and the form of the
matrix E, one can refer to [10, Section 3.2] for more details.

Here, M has the form of


1 iτs · · · (iτs)n2−1

(n2−1)!

0 1
. . .

...
...

. . . . . . iτs
0 · · · 0 1

, where τ is a nonzero constant

along the generalized bicharacteristic.

Let e1 =


1
0
...
0

, · · · , en2 =


0
...
0
1

 be the canonical basis for Rn2 . For any point

ρ0 ∈ supp(µ2), by the geometric control condition (GCC), we know that there exists
a unique general bicharacteristic s 7→ γ(s) such that γ(0) = ρ0. Moreover, there
exists ε > 0, sufficiently small, such that γ((−2ε, 2ε)) ⊂ π−1((0, T ) × ω). Since µ2

is invariant along the flow associated with M , i.e. d
ds

(M∗µ2M) = 0, we obtain that
for any t0 ∈ (0, 2ε), we have

µ2(0) = M(t0)∗µ2(t0)M(t0).
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Noticing that supp(µ2)(n2, n2)∩π−1((0, T )×ω) = ∅ (which also implies that µ2(t0)en2

= 0 by an already developed argument), we obtain that

M(−t0)∗µ2(0)M(−t0)en2 = µ2(t0)en2 = 0.

Hence, µ2(0)M(−t0)en2 = 0. Moreover, considering n−1 times t1, . . . tn−1 such that
t0 < t1 < . . . < tn−1 < ε, the same argument leads to

(4.38)


µ2(0)M(−t0)en2 = 0,
µ2(0)M(−t1)en2 = 0,
µ2(0)M(−t2)en2 = 0,
...
µ2(0)M(−tn−1)en2 = 0.

From the expression of M , we obtain that {M(−ti)en2}i∈[|0,n−1|] is a basis of Rn

(its determinant is proportional to the Vandermonde determinant
∏

i<j(−ti + tj)).

Hence, (4.38) implies that µ2(0) = 0. According to the arbitrary choice of ρ0 ∈
supp(µ2), we are able to conclude that supp(µ2) = ∅, i.e. µ2 ≡ 0. Then, we
conclude that the relaxed observability inequality (4.29) holds for all the solutions
of System (4.28). �

4.1.2. Step 2: analysis on the invisible solutions. We first define for any T > 0 the
set of invisible solutions from ]0, T [×ω

Nn2(T ) = {W = (w1,0
1 , w2,0

1 , · · · , w2,0
n2
, w1,1

1 , w2,1
1 , · · · , w2,1

n2
)t ∈ L n2+1

0 ×L n2+1
−1

such that the associated solution of System (4.28)

satisfies
αsd

n2+1−s
1

(d1 − d2)n2+1−sw
1
1(x, t) + w2

n2
(x, t) = 0,∀(x, t) ∈ (0, T )× ω}.

With the relaxed observability inequality of (4.29), we only need to prove the fol-
lowing key lemma:

Lemma 4.14. Nn2(T ) = {0}.

Proof of Lemma 4.14. According to the relaxed observability inequality (4.29), for
W ∈ Nn2(T ), we obtain that

(4.39) ||W (0)||2
L
n2+1
0 ×L

n2+1
−1

≤ C||W (0)||2
L
n2+1
−1 ×L

n2+1
−2

.

We know that Nn2(T ) is a closed subspace of L n2+1
0 × L n2+1

−1 . By the compact
embedding L2(Ω)×H−1(Ω) ↪→ H−1(Ω)×H−2(Ω), we know that Nn2(T ) has a finite
dimension. Then, we define the operator An2 to be the generator associated with Sys-
tem (4.28). We know that the solution (w1

1, w
2
1, · · · , w2

n2
, Dtw

1
1, Dtw

2
1, · · · , Dtw

n2
2 )t

can be written as 

w1
1

w2
1

...
w2
n2

Dtw
1
1

Dtw
2
1

...
Dtw

2
n2


= e−tAn2W .
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It suffices to prove a unique continuation property for eigenfunctions of the operator
An2 . Let us take Φ = (Φ0,Φ1) = (φ0

1, · · · , φ0
n2+1, φ

1
1, · · · , φ1

n2+1) ∈ Nn2(T ), satisfying

(4.40)

{
An2Φ = λΦ,(

d2
1

(d1−d2)2φ
0
1 + φ0

n2+1

)
|ω = 0.

Then, it is equivalent to a the system

(4.41)

{
(−D∆D + A∗)ϕ = λ2ϕ,

b̂∗ϕ|ω = 0.

Indeed, as explained in Remark 3.13, Φ and ϕ verify the relation ϕ = S ′(λ,∆)Φ
(where we replace formally Dt by λ). The study of (4.41) is totally similar to the

one of (3.57): using the analyticity, we know that b̂∗ϕ ≡ 0. Then, we obtain that

b̂∗(−D∆D + A∗)kϕ = 0, for any k ∈ N, i.e.ϕ ∈ Ker(K∗) = {0} , so that ϕ ≡ 0,
which concludes our proof. �

4.2. Reformulation of the system in the general case. According to Proposi-
tion 1.8, we already know that the operator Kalman rank condition is necessary for
the exact controllability of System (1.1). In this section, provided with the operator
Kalman rank condition Ker(K∗) = {0}, we plan to give a reformulation of System
(1.1).

As a consequence of Proposition 1.6, we know that (A2, B) satisfies Kalman rank
condition. Therefore, applying Theorem 3.1, there exists an invertible matrix P
such that we reformulate System (1.1) into the following system
(4.42)

�1ũ
1
1 +

∑n2

j=1 α̃jũ
2
j = 0 in (0, T )× Ω,

�2ũ
2
1 + ũ2

2 = 0 in (0, T )× Ω,
...
�2ũ

2
n2−1 + ũ2

n2
= 0 in (0, T )× Ω,

�2ũ
2
n2
−
∑n2

j=1 an2+1−jũ
2
j = f1ω in (0, T )× Ω,

ũ1
1 = 0, ũ2

1 = · · · ũ2
n2

= 0 on (0, T )× ∂Ω,

(ũ1
1, ũ

2
1, · · · , ũ2

n2
)|t=0 = (ũ1,0

1 , ũ2,0
1 , · · · , ũ2,0

n2
) in Ω,

(∂tũ
1
1, ∂tũ

2
1, · · · , ∂tũ2

n2
)|t=0 = (ũ1,1

1 , ũ2,1
1 , · · · , ũ2,1

n2
) in Ω,

where ũ1
1 = u1

1, Ũ2 = PU2 and (α̃1, · · · , α̃n) = (α1, · · · , αn)P−1. Define s = max{1 6
j 6 n2; α̃j 6= 0}. From Proposition 4.1, the appropriate state space for (4.42) is Hs

1×
Hs

0. Moreover, by Theorem 4.8, under our hypotheses, we have exact controllability
of System (4.42) in the state spaceHs

1×Hs
0. This immediately leads to the conclusion

of Theorem 1.16.

5. Some comments

As we can see, the system (1.2) is only an example of a more general system as
follows:

(5.1)

 (∂2
t −D∆D)U + AU = b̂f1(0,T )(t)1ω(x) in (0, T )× Ω,

U = 0 on (0, T )× ∂Ω,
(U, ∂tU)|t=0 = (U0, U1) in Ω,
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with here

(5.2)

D =

(
d1Idn1 0

0 d2Idn2

)
n×n

, A =

(
A11 A12

A21 A22

)
n×n

,

b̂ =

(
b1

b2

)
n×m

, and f =

 f1
...
fm


m×1

where n = n1 + n2 and fj ∈ L2((0, T ) × ω), j = 1, 2, · · · ,m. In this very general
system (5.1), there are three different kinds of effective parts acting on the control-
lability problem, that is, control functions and two different types of coupling.

The first part is obviously the control functions. The more control functions we
have, the more sophisticated structure we demand for the coupled matrix to obtain
the controllability. It is very related to the Brunovský Normal Form and when we
consider more than one control function, the standard Brunovský Normal Form has
more than one block in the coupling matrix, which increases the complicity of the
calculation to obtain an explicit formula of the compatibility conditions (as we have
seen, for instance, in (1.8)). However, when we deal with the case with more than
one control functions, we usually rely on the Brunovský Normal Form to put the
coupling matrix into the standard form and then, deal with the problem block by
block. This means that we first need to establish the result with only one block, i.e.
with only one control function. In the system (1.2), we choose that b̃ only acts on
the second part of the system. The reason is that if we give both parts the effective
control function, we cannot observe the influence of the coupling term because of
the regularity.

The second part we considered is the coupling with the same speed, which corre-
sponds to A11 and A22, and on the other hand, the third part is the coupling effects
of the different speeds, which corresponds to A12 and A21. As we can see in the proof
of the Theorem 1.16, coupling with same speed, we are able to observe a phenomena
of regularity increase by one with successive solutions. While we can prove that
the regularity gap between two coupled solutions with different speeds is two (one
can see in Subsection 2.2). This difference gives us the motivation to consider that
the simplest example of coupled wave system containing the two different coupling
effects, i.e. the system (1.2). We try to use this example to analyse the different
influence of these two types of coupling terms. When one introduces the fully cou-

pling matrix A =

(
A11 A12

A21 A22

)
n×n

, it is complicated to analyse the two different

types of coupling. Because they are combined too closely, it is difficult to separate
them. From a technical point of view, it seems very hard to derive an appropriate
normal form similar to Brunovský form to obtain the compatibility conditions and
the appropriate state space.
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Appendix A. On the operator Kalman rank condition

Proof of Proposition 1.6. Let λ ∈ σ(−∆D) and K(λ) = [(λD+A)|b̂] ∈Mn(R)

(remind that b̂ = t(0, b) ∈ Rn). Firstly, we compute the form of the matrix K(λ) by
induction.

(A.1) K(λ) =

(
Sn−1(λ) · · · Sj(λ) · · · A1b 0

(d2λ+ A2)n−1b · · · (d2λ+ A2)jb · · · (d2λ+ A2)b b

)
.

The general term Sj(λ), 1 ≤ j ≤ n− 1 is defined by

(A.2) Sj(λ) = A1

(
j−1∑
k=0

dk1λ
k(d2λ+ A2)j−1−k

)
b.

Since the rank of a matrix is invariant under elementary operations on the columns
(that we will shorten in column transformation in what follows), it is easy to see
that rank(K(λ)) = rank(K̃(λ)), where

(A.3) K̃(λ) =

(
S̃n−1(λ) · · · S̃j(λ) · · · A1b 0

An−1
2 b · · · Aj2b · · · A2b b

)
,

with

(A.4) S̃j(λ) = A1

(
j−1∑
k=0

(d1 − d2)kλkAj−1−k
2

)
b.

Let us first prove the necessity of the conditions. Suppose that n1 > 1 and let us
prove that the Kalman matrix K(λ) is not of full rank. We take the n1-th column
of the matrix K̃(λ), i.e. (

S̃n2(λ)
An2

2 b

)
.

Let χ(X) = Xn2 +
∑n2−1

j=0 ajX
j be the characteristic polynomial of the matrix A2.

By the Cayley-Hamilton Theorem, An2
2 = −

∑n2−1
j=0 ajA

j
2.

By using an adequate column transformation, we can put the n1-th column into
the form

(A.5)

(
Tn2(λ)

0

)
,

where Tn2(λ) = S̃n2(λ) +
∑n2−1

j=1 ajS̃j(λ). By (A.4),

n2−1∑
j=1

ajS̃j(λ) =

n2−1∑
j=1

ajA1

(
j−1∑
k=0

(d1 − d2)kλkAj−1−k
2

)
b

= A1

(
n2−2∑
k=0

n2−1∑
j=k+1

aj(d1 − d2)kλkAj−1−k
2

)
b.
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Using the expression of S̃n2(λ) given in (A.4), we obtain that

Tn2(λ) = S̃n2(λ) +

n2−1∑
j=1

ajS̃j(λ)

= A1

(
n2−1∑
k=0

(d1 − d2)kλkAj−1−k
2

)
b+ A1

(
n2−2∑
k=0

n2−1∑
j=k+1

aj(d1 − d2)kλkAj−1−k
2

)
b

= A1

(
n2−2∑
k=0

(d1 − d2)kλk

(
An2−1−k

2 +

n2−1∑
j=k+1

ajA
j−1−k
2

)
+ (d1 − d2)n2−1λn2−1

)
b,

i.e.

(A.6) Tn2(λ) = A1

(
n2−2∑
k=0

(d1 − d2)kλk
n2∑

j=k+1

ajA
j−1−k
2 + (d1 − d2)n2−1λn2−1

)
b.

Here and hereafter, we use the notation an2 = 1 in order to obtain a clean from.
Now, we take the (n1 − 1)−th column of the matrix K̃(λ), i.e.

(
S̃n2+1(λ)
An2+1

2 b

)

Again using the characteristic polynomial of the matrix A2, we obtain that

An2+1
2 = −A2

n2−1∑
j=0

ajA
j
2

= −
n2−2∑
j=0

ajA
j+1
2 − an2−1A

n2
2

= −
n2−2∑
j=0

ajA
j+1
2 + an2−1

n2−1∑
j=0

ajA
j
2

=

n2−1∑
j=1

(ajan2−1 − aj−1)Aj2 + an2−1a0.

By applying an adequate column transformation, we can put the (n1 − 1)-th
column into the form: (

Tn2+1(λ)
0

)
,
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where Tn2+1(λ) satisfies

Tn2+1(λ) = S̃n2+1(λ)−
n2−1∑
j=1

(ajan2−1 − aj−1)S̃j(λ)

= A1

(
n2∑
k=0

(d1 − d2)kλkAn2−k
2

)
b

−
n2−1∑
j=1

(ajan2−1 − aj−1)A1

(
j−1∑
k=0

(d1 − d2)kλkAj−1−k
2

)
b

= A1

(
n2∑
k=0

(d1 − d2)kλkAn2−k
2

)
b

− A1

(
n2−2∑
k=0

n2−1∑
j=k+1

(ajan2−1 − aj−1)(d1 − d2)kλkAj−1−k
2

)
b

= A1

(
n2−2∑
k=0

(d1 − d2)kλkAn2−k
2 + (d1 − d2)n2λn2 + (d1 − d2)n2−1λn2−1A2

)
b

+ A1

(
n2−2∑
k=0

n2−1∑
j=k+1

aj−1(d1 − d2)kλkAj−1−k
2

−an2−1

n2−2∑
k=0

n2−1∑
j=k+1

aj(d1 − d2)kλkAj−1−k
2

)
b.

Now consider the sum

n2−2∑
k=0

(d1 − d2)kλkAn2−k
2 +

n2−2∑
k=0

n2−1∑
j=k+1

aj−1(d1 − d2)kλkAj−1−k
2

=

n2−2∑
k=1

(d1 − d2)kλk

(
An2−k

2 +

n2−1∑
j=k+1

aj−1A
j−1−k
2

)
+ An2

2 +

n2−1∑
j=1

aj−1A
j−1
2

=

n2−2∑
k=1

(d1 − d2)kλk

(
n2+1∑
j=k+1

aj−1A
j−1−k
2

)
−

n2−1∑
j=0

ajA
j
2

+

n2−1∑
j=1

aj−1A
j−1
2 −

n2−2∑
k=1

(d1 − d2)kλkan2−1A
n2−1−k
2



50 PIERRE LISSY1 AND JINGRUI NIU2

=

n2−2∑
k=1

(d1 − d2)kλk

(
n2+1∑
j=k+1

aj−1A
j−1−k
2

)
−

n2−1∑
j=0

ajA
j
2

+

n2−1∑
j=1

aj−1A
j−1
2 −

n2−2∑
k=1

(d1 − d2)kλkan2−1A
n2−1−k
2

=

n2−2∑
k=1

(d1 − d2)kλk

(
n2+1∑
j=k+1

aj−1A
j−1−k
2

)
− an2−1A

n2−1
2

−an2−1

n2−2∑
k=1

(d1 − d2)kλkAn2−1−k
2

=

n2−2∑
k=1

(d1 − d2)kλk

(
n2+1∑
j=k+1

aj−1A
j−1−k
2

)
− an2−1

n2−2∑
k=0

(d1 − d2)kλkAn2−1−k
2 .

Therefore, we obtain

Tn2+1(λ) = A1

(
n2−2∑
k=1

(d1 − d2)kλk
n2+1∑
j=k+1

aj−1A
j−1−k
2

)
b

+ A1

(
−an2−1

n2−2∑
k=0

(d1 − d2)kλkAn2−1−k
2 + (d1 − d2)n2λn2

+(d1 − d2)n2−1λn2−1A2

)
b+ A1

(
−an2−1

n2−2∑
k=0

n2−1∑
j=k+1

aj(d1 − d2)kλkAj−1−k
2

)
b

= A1

(
n2−2∑
k=1

(d1 − d2)kλk
n2+1∑
j=k+1

aj−1A
j−1−k
2 + (d1 − d2)n2λn2

)
b

+A1

(
(d1 − d2)n2−1λn2−1A2 − an2−1

n2−2∑
k=0

n2∑
j=k+1

aj(d1 − d2)kλkAj−1−k
2

)
b.

Then, we aim to find a connection between the terms Tn2+1(λ) and Tn2(λ). By
calculation, we obtain

(d1 − d2)λTn2(λ) = A1

(
n2−2∑
k=0

(d1 − d2)k+1λk+1

n2∑
j=k+1

ajA
j−1−k
2 + (d1 − d2)n2λn2

)
B

= A1

(
n2−2∑
k=1

(d1 − d2)kλk
n2∑
j=k

ajA
j−k
2 + (d1 − d2)n2λn2

)
B

+ (d1 − d2)n2−1λn2−1A1A2B

= Tn2+1(λ) + A1

(
an2−1

n2−2∑
k=0

n2∑
j=k+1

aj(d1 − d2)kλkAj−1−k
2

)
B

= Tn2+1(λ) + an2−1Tn2(λ).
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Hence, we know that Tn2+1(λ) = ((d1 − d2)λ− an2−1)Tn2(λ), which means that the
two columns (

Tn2(λ)
0

)
and

(
Tn2+1(λ)

0

)
are linearly dependent. This means that(

S̃n2(λ)
An2

2 b

)
and

(
S̃n2+1(λ)
An2+1

2 b

)
are linearly dependent. By the expression of K̃(λ) given in (A.3) and the definition of
S̃j given in (A.4), we deduce that all the j-th columns of K̃(λ), for j 6 n1, are linearly

dependent. We deduce that K̃(λ) is of rank less that n−n1 + 1 = n2 + 1. This is in
contradiction with the fact that K̃(λ) ∈Mn(R) is of full rank n = n1 + n2 > n2 + 1
since we assumed that n1 > 1. So we deduce that n1 = 1.

Concerning the two other conditions, remark that the first column of K̃(λ) can be
changed by a previously introduced column transformation into (A.5), where Tn2(λ)
verifies (A.6). We deduce that the rank of K(λ) is equal to the rank of the matrix(

Tn2(λ) S̃n2−1(λ) · · · S̃j(λ) · · · A1b 0

0 An2−1
2 · · · Aj−1

2 b · · · A2b b

)
.

This matrix is of full rank n = n2 + 1 (if and) only if Tn2(λ) 6= 0 (which gives (1.4)
thanks to (A.6)) and(

An2−1
2 · · · Aj−1

2 b · · · A2b b
)
∈Mn2,n2(R)

is of full rank n2, which is exactly meaning that (A2, b) verifies the usual Kalman
rank condition.

The sufficiency of the three conditions given in Proposition 1.6 is also straightfor-
ward, by the same arguments.

Appendix B. Proof of Lemma 4.7

We first look at u2
n2

. Since j + k ≤ n2, we know for j = n2, the conclusion is
trivial. For 1 ≤ j ≤ n2 − 1, we argue by induction. When k = 0, the conclusion
holds for sure. Assume that

(B.1) D2k−2
t u2

j =
k−1∑
l=0

(
k − 1

l

)
(−d2∆)lu2

j+k−1−l.

Then for D2k
t u

2
j , we know that

(B.2)

D2k
t u

2
j = D2

tD
2k−2
t u2

j

=
k−1∑
l=0

(
k − 1

l

)
(−d2∆)lD2

t u
2
j+k−1−l.
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Using the equation D2
t u

2
j+k−1−l = −d2∆u2

j+k−1−l + u2
j+k−l, we obtain that

(B.3)

D2k
t u

2
j =

k−1∑
l=0

(
k − 1

l

)
(−d2∆)l+1u2

j+k−1−l +
k−1∑
l=0

(
k − 1

l

)
(−d2∆)lu2

j+k−l

=
k∑
l=1

(
k − 1

l − 1

)
(−d2∆)lu2

j+k−l +
k−1∑
l=0

(
k − 1

l

)
(−d2∆)lu2

j+k−l

=
k−1∑
l=1

(

(
k − 1

l − 1

)
+

(
k − 1

l

)
)(−d2∆)lu2

j+k−l + (−d2∆)ku2
j + u2

j+k.

Since (
(
k−1
l−1

)
+
(
k−1
l

)
) =

(
k
l

)
, we obtain the conclusion.
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condition for the localized distributed controllability of a class of linear parbolic systems. J.
Evol. Equ., 9(2):267–291, 2009.

[6] C. Bardos, G. Lebeau, and J. Rauch. Un exemple d’utilisation des notions de propagation
pour le contrôle et la stabilisation de problèmes hyperboliques. Number Special Issue, pages
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