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Abstract
Motivated by the study of the concentration of measure phenomenon and their connection with

transport-entropy inequalities, Gozlan, Roberto, Samson and Tetali [20] introduced a general notion
of transport cost problem called the Optimal Weak Transport (WOT) problem. Backhoff-Veraguas,
Beiglböck and Pammer [6] and Backhoff-Veraguas and Pammer [7] proved that under some regularity
assumption on the cost function, existence, uniqueness and stability hold for the WOT problem. Thanks
to a result proved in the companion paper [10], we recover those result in a different way.

Because the martingale constraint reflects the condition for a financial market to be arbritrage free,
it is natural in the context of mathematical finance to consider the martingale counterpart of the WOT
problem, namely the Martingale Optimal Weak Transport (WMOT) problem. Thanks to the main
theorem of the companion paper, we prove the existence, the uniqueness and most importantly the
stability of the WMOT problem under mild regularity assumption of the cost function.

We also prove that martingale C-monotonicity is sufficient for optimality of the WMOT problem,
that the so called Wasserstein projections are Lipschitz continuous in dimension 1 and finally we es-
tablish the convergence in a space of extended martingale couplings. We discuss a consequence on the
superreplication bound for VIX futures.

Keywords: Martingale Optimal Transport, Adapted Wasserstein distance, Robust finance, Weak trans-
port, Stability, Convex order, Martingale couplings.

1 Introduction and motivations

1.1 The Weak Optimal Transport problem
Motivated by the study of the concentration of measure phenomenon and their connection with transport-
entropy inequalities, whose extensive study can be found in [25, 18, 14], Gozlan, Roberto, Samson and Tetali
[20] introduced a general notion of transport cost problem called the Optimal Weak Transport (WOT)
problem, which they studied with Shu in [19]. In order to define it we introduce some notation. Let X and
Y be two Polish spaces respectively endowed with the compatible and complete metrics dX and dY . Let µ
be in the set P(X) of probability measures on X, ν ∈ P(Y ) and C : X × P(Y ) → R+ be a nonnegative
measurable function. We denote by Π(µ, ν) the set of couplings between µ and ν, that is π ∈ Π(µ, ν)
iff π ∈ P(X × Y ) is such that for any measurable subsets A ⊂ X and B ⊂ Y , π(A × Y ) = µ(A) and
π(X ×B) = ν(B). Then the WOT problem consists in the minimisation

VC(µ, ν) := inf
π∈Π(µ,ν)

∫
X

C(x, πx)µ(dx), (WOT)
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where for all π ∈ Π(µ, ν), (πx)x∈R denotes a disintegration of π with respect to its first marginal, which
we write π(dx, dy) = µ(dx)πx(dy), or with a slight abuse of notation, π = µ × πx if the context is not
ambiguous. Note that for a measurable map c : X × Y → R+, the WOT problem with the cost function
C : (x, p) 7→

∫
Y
c(x, y) p(dy) amounts to the classical Optimal Transport (OT) problem already discussed in

the companion paper [10]. In particular it was mentioned that the OT theory covers an impressive range of
applications. This particularity seems to be shared with the WOT problem, which benefits of high flexibility.
One could for instance see the recent work of Backhoff-Veraguas and Pammer [8] and the references inside
for an investigation of a connection of the WOT problem with the Schrödinger problem, the Brenier-Strassen
Theorem, optimal mechanism design, linear transfers and semimartingale transport.

In order to gain some insight on the WOT problem, we recall some results of paramount importance,
namely existence, uniqueness and stability. To formulate those results we need to introduce a more specific
setting. From now on, we fix r ≥ 1 and x0, y0 two arbitrary elements of X and Y respectively, their specific
value having no impact on our study. Let Pr(X) denote the set of all probability measures on X with finite
r-th moment, i.e.

Pr(X) =
{
p ∈ P(X) |

∫
X

drX(x, x0) p(dx) < +∞
}
. (1.1)

Let C(X) denote the set of all real-valued continuous functions on X. The set Pr(X) is equipped with
the weak topology induced by

Φr(X) = {f ∈ C(X) | ∃α > 0, ∀x ∈ X, |f(x)| ≤ α(1 + drX(x, x0))} .

Then a sequence (pk)k∈N converges in Pr(X) to p iff

∀g ∈ Φr(X), pk(g) :=
∫
X

g(x) pk(dx) −→
k→+∞

p(g) :=
∫
X

g(x) p(dx).

It is well known that the latter is equivalent to

Wr(pk, p) := inf
π∈Π(pk,p)

(∫
X×X

drX(x, y)π(dx, dy)
) 1
r

−→
k→+∞

0,

whereWr is the Wasserstein distance with index r, which is a metric on Pr(X) compatible with its topology,
turning Pr(X) into a complete separable metric space, see [3, 26, 28, 29] for much more details.

Back to the WOT problem, consider a cost function C : X × Pr(Y ) → R+ being lower semicontinu-
ous and convex in its second argument. Backhoff-Veraguas, Beiglböck and Pammer [6] prove that for all
(µ, ν) ∈ P(X) × Pr(Y ), the infimum VC(µ, ν) is attained. Moreover, the map (µ, ν) 7→ VC(µ, ν) is lower
semicontinuous. Backhoff-Veraguas and Pammer [7] also prove the stability of the WOT problem: suppose
that C ∈ Φr(X × Pr(Y )) and let µk ∈ P(X), νk ∈ Pr(Y ), k ∈ N converge respectively weakly to µ ∈ P(X)
and in Wr to ν ∈ Pr(Y ) as k goes to +∞. For k ∈ N, let πk ∈ Π(µk, νk) be optimal for V (µk, νk). Then
any accumulation point of (πk)k∈N for the weak convergence topology is a minimiser of VC(µ, ν). If the
latter has a unique minimiser π∗, which happens for instance if C is strictly convex in its second argument,
then πk converges weakly to π∗ as k goes to +∞. In the latter case, when µk, µ belong to Pr(X) and the
convergence of µk to µ holds in Wr, then one can easily show that

πk −→
k→+∞

π∗ in Wr. (1.2)

However, the topology induced by the Wasserstein distance in not always well suited for any setting,
especially in mathematical finance, since its symmetry does not take into account the temporal structure of
martingales. As explained in the companion paper [10], it is sometimes necessary to strengthen the usual
topology and therefore consider the adapted Wasserstein distance AWr of index r defined for all couplings
π = µ× πx, π′ = µ′ × π′x ∈ P(X × Y ) by

AWr(π, π′) = inf
χ∈Π(µ,µ′)

(∫
X×X

(drX(x, x′) +Wr
r (πx, π′x′)) χ(dx, dx′)

) 1
r

.
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It will prove important to observe that

AWr(π, π′) =Wr(J(π), J(π′)), (1.3)

where J is the trivial embedding map from P(X × Y ) to P(X × P(Y )), namely

J : P(X × Y ) 3 π = µ× πx 7→ µ(dx) δπx(dp) ∈ P(X × P(Y )). (1.4)

There exist other ways to adapt the usual weak topoly: Hellwig’s information topology [23], Aldous’s
extended weak topology [1] or the optimal stopping topology [4]. But we do not lose generality by using
the topology induced by the adapted Wasserstein distance since strikingly, all those apparently independent
topologies are actually equal, at least in discrete time [4, Theorem 1.1]. By the connection Backhoff-Veraguas
and Pammer establish between the WOT problem and an extended version of it, in the setting of (1.2) when
C is strictly convex in its second argument, we can derive the convergence of J(πk) to J(π∗) in Wr as k
goes to +∞, which by (1.3) is equivalent to the convergence of the minimiser πk of VC(µk, νk) to the only
minimiser π∗ of VC(µ, ν) in AWr.

In the companion paper we prove that any coupling whose marginals are approximated by probability
measures can be approximated by couplings with respect to the adaptedWasserstein distance (see Proposition
2.3 below). We show in the present paper that this result allows us to recover the existence, uniqueness and
most importantly the stability of the WOT problem under less regularity assumption on the cost function.

1.2 The Martingale Weak Optimal Transport problem
The classical OT theory is not sufficient to solve some major problems raised by the field of mathematical
finance, such as robust model-independent pricing. Indeed, Beiglböck, Henry-Labordère and Penkner [9]
showed in a discrete time setting and Galichon, Henry- Labordère and Touzi [17] in a continuous time
setting that one would need an additional martingale constraint to the OT problem in order to get model-
free bounds of an option price. This martingale constraint reflects the condition for a financial market to be
arbritrage free. This leads to the formulation of the Martingale Optimal Transport (MOT) problem recalled
in the companion paper [10]. With regard to this, it is natural to study a martingale counterpart of the
WOT problem.

Let d ∈ N∗, C : Rd × P(Rd) → R+ and µ, ν ∈ P1(Rd). Then the Martingale Optimal Weak Transport
(WMOT) problem consists in the minimisation

VMC (µ, ν) := inf
π∈ΠM (µ,ν)

∫
Rd
C(x, πx)µ(dx), (WMOT)

where ΠM (µ, ν) denotes the set of martingale couplings between µ and ν, that is

ΠM (µ, ν) =
{
π = µ× πx ∈ Π(µ, ν) | µ(dx)-almost everywhere,

∫
R
y πx(dy) = x

}
.

According to Strassen’s theorem [27], the existence of a martingale coupling between two probability
measures µ, ν ∈ P1(Rd) is equivalent to µ ≤c ν, where ≤c denotes the convex order. We recall that two
finite positive measures µ, ν on Rd with finite first moment are said to be in the convex order iff we have∫

Rd
f(x)µ(dx) ≤

∫
Rd
f(y) ν(dy),

for every convex function f : Rd → R. Note that by evaluating this inequality for the constant function
equal to 1, the identity function and their opposites, we have that µ and ν have equal mass and satisfy∫
Rd xµ(dx) =

∫
Rd y ν(dy). For a measurable map c : X × Y → R+, the WMOT problem with the cost

function C : (x, p) 7→
∫
Y
c(x, y) p(dy) amounts to the MOT problem already discussed in the companion

paper [10].
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The main result of the companion paper is that any martingale coupling whose marginals are approx-
imated by probability measures in the convex order can be approximated by martingale couplings with
respect to the adapted Wasserstein distance, see Theorem 2.4 below. Similarly as for the WOT problem, we
prove in the present paper thanks to the latter theorem the existence, the uniqueness and most importantly
the stability of the WMOT problem under reasonable regularity assumptions on the cost function.

In particular we recover the stability of the MOT problem proved by Backhoff-Veraguas and Pammer
[7]. To do so, they used the tool of martingale C-monotonicity by proving that it was a stable necessary
optimality criterion. However the question remained open whether any martingale coupling satisfying this
condition is optimal. We show here that it is indeed the case under mild regularity assumptions on the cost
function.

1.3 Outline
We state in Section 2 the main results of the present paper, namely the stability of the WOT and the
WMOT problems, the sufficient optimality criterion of martingale C-monotonicity for the WMOT problem,
the Lipschitz continuity of the so called Wasserstein projections and the convergence of an extended space of
martingale couplings. We also connect this work with an application on the superreplication bound for VIX
futures. Those results have their own devoted section. Section 3 consists of the unified proof of the stability
of the WOT and the WMOT problems. Section 4 consists in showing that martingale C-monotonicity is
sufficient for optimality for the WMOT problem. Finally Section 5 is an appendix which gathers the proofs
of useful lemmas.

2 Main results

2.1 An extension of the weak and adapted topologies
For r ≥ 1, the Wasserstein distance Wr is widely used to measure the distance between two probability
measures with finite r-th moment. In order to measure the distance between two couplings, one could also
use the stronger adapted Wasserstein distance for reasons discussed above. Despite being very handy, those
distances sometimes lack topological convenience. For example, theWr-balls {p ∈ Pr(X) | Wr(p, δx0) ≤ R},
R > 0, are not compact for the Wr-distance topology. This observation is not without consequences since
it stood in the way of our proof that martingale C-monotonicity is a sufficient optimality criterion for the
WMOT problem (see Section 2.4 below).

In order to overcome that hurdle, we choose in the present paper to work in a finer topology which
benefits of more convenient and flexible properties. We give the definition here as well as some insight to
understand its basic properties. All proofs and technical details are deferred to Section 5.1 below.

Definition 2.1. Let f : X → [1,+∞) be continuous. We consider the space

Pf (X) = {p ∈ P(X) | p(f) < +∞} .

We equip Pf (X) with the topology induced by the following convergence: a sequence (pk)k∈N ∈ Pf (X)N
converges in Pf (X) to p iff one of the two following assertions is satisfied:

(i) pk −→
k→+∞

p in P(X) and pk(f) →
k→+∞

p(f).

(ii) pk(h) −→
k→+∞

p(h) for all h ∈ Φf (X) := {h ∈ C(X) | ∃α > 0, ∀x ∈ X, |h(x)| ≤ αf(x)}.

Unless explicitly stated otherwise, P(X) is endowed with the weak convergence topology; for r ≥ 1,
Pr(X) is endowed with the Wr-distance topology; for f : X → [1,+∞) continuous, Pf (X) is endowed with
the topology induced by the convergence (2.1). When f is the map x 7→ 1+drX(x, x0), then Pf (X) = Pr(X)
and the two topologies match. Hence the reader who is not willing to consider this extension may completely
disregard it and consistently view Pf (X) as the usual Wasserstein space Pr(X).
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We will mainly address convergences of probability measures in terms of topology. However it will
sometimes prove useful to consider the metric Wf defined on Pf (X) by

∀p, q ∈ Pf (X), Wf (p, q) := sup
h : X→[−1,1],
h is 1-Lipschitz

(p(fh)− q(fh)), (2.1)

which is a complete metric compatible with the topology on Pf (X).
A continuous function g : Y → [1,+∞) can naturally be lifted to a continuous function ĝ : Pg(Y ) →

[1,+∞) by setting
∀p ∈ Pf (Y ), ĝ(p) = p(g). (2.2)

We will often consider probability measures on P(Y ). A very convenient aspect of the extended topology
is that the spaces Pĝ(P(Y )) and Pĝ(Pg(Y )) and their respective topologies, a priori different, are actually
equal. If moreover Pg(Y ) is endowed with the metric Wg, then those topological spaces are also equal to
P1(Pg(Y )), whose definition is given by (1.1) with (1,Pg(Y ),Wg) replacing (r,X, dX). Therefore one can
freely switch between the topological spaces Pĝ(P(Y )), Pĝ(Pg(Y )) and P1(Pg(Y )).

It is also possible to extend the adapted weak topology, in the spirit of (1.3). Recall the map J defined
by (1.4) which embeds P(X × Y ) into P(X × P(Y )). For two real-valued functions f and g respectively
defined on X and Y , we denote by f ⊕ g the map X × Y 3 (x, y) 7→ f(x) + g(y).

Definition 2.2. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous. For k ∈ N, let µk, µ ∈ Pf (X),
νk, ν ∈ Pg(Y ), πk ∈ Π(µk, νk) and π ∈ Π(µ, ν). We say that (πk)k∈N converges in AWf⊕ĝ to π if one of the
two following equivalent assertions is satisfied:

(i) J(πk) −→
k→+∞

J(π) in Pf⊕ĝ(X × P(Y )).

(ii) J(πk) −→
k→+∞

J(π) in P(X × P(Y )), µk(f) −→
k→+∞

µ(f) and νk(g) −→
k→+∞

ν(g).

There also holds the convenient fact that Pf⊕ĝ(X × P(Y )) and Pf⊕ĝ(X × Pg(Y )) and their respective
topologies are equal, hence we can rephrase (i) as J(πk) −→

k→+∞
J(π) in Pf⊕ĝ(X × Pg(Y )). When f and g

are respectively the maps x 7→ 1 + drX(x, x0) and y 7→ 1 + drY (y, y0), then (πk)k∈N converges in AWf⊕ĝ to
π iff it converges in AWr. Once again, the reader may skip this extension and consider as he wishes that
convergences in AWf⊕ĝ mean convergences in AWr.

2.2 Stability
The stability of the WOT and WMOT problems, or more generally of any optimal transport problem, with
respect to their marginals, are of paramount importance. Indeed, those problems are often computationally
solvable when the marginals are finitely supported. It is therefore natural to discretise the marginals and
solve the discretised problem, but this approach works only if we know that the discretised cost converges to
the original one, which is assured when the stability holds. Another issue is that the marginals often derive
from noisy data. In that context, if the stability of the cost function with respect to the marginals does not
hold, then solving it is meaningless.

The proof of the stability of the WOT problem relies on the following extension to the finer topology of
the approximation of couplings on the line in the weak adapted topology proved in the companion paper
[10, Proposition 2.3]. This extension is an easy consequence of the equivalence stated in Definition 2.2.

Proposition 2.3. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous. Let µk ∈ Pf (R), νk ∈ Pg(R),
k ∈ N, respectively converge to µ and ν in Pf (R) and Pg(R) respectively. Then there is for any π ∈ Π(µ, ν)
a sequence of couplings πk ∈ Π(µk, νk), k ∈ N converging to π in AWf⊕ĝ.

In the martingale setting, we recall the main theorem of the companion paper, namely that any mar-
tingale couplings whose marginals are approximated by probability measures in the convex order can be
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approximated by martingale couplings with respect to the adapted Wasserstein distance. We state it in the
setting of our extended topology, which is also a direct consequence of the equivalence stated in Definition
2.2. For r ≥ 1, we denote by Fr(X) the set of continuous functions f : X → [1,+∞) which dominate
x 7→ 1 + drX(x, x0), that is

∀x ∈ X, f(x) ≥ 1 + drX(x, x0). (2.3)

Theorem 2.4. Let f ∈ F1(R) and g ∈ F1(R). Let µk ∈ Pf (R) and νk ∈ Pg(R), k ∈ N, be in convex order
and respectively converge to µ and ν in Pf (R) and Pg(R). Let π ∈ ΠM (µ, ν). Then there exists a sequence
of martingale couplings πk ∈ ΠM (µk, νk), k ∈ N converging to π in AWf⊕ĝ.

We recall that a sequence (µk)k∈N of probability measures on X is said to converge strongly to some
µ ∈ P(X) iff for any measurable subset A ⊂ X, µk(A) converges to µ(A) as k goes to +∞.

Theorem 2.5. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous. Let X and Y be Polish spaces,
C : X × Pg(Y ) → R be convex in the second argument, lower semicontinuous and such that there exists a
constant K > 0 which satisfies for all (x, p) ∈ X × Pg(Y )

|C(x, p)| ≤ K
(
f(x) +

∫
Y

g(y) p(dy)
)
. (2.4)

For k ∈ N, let µk ∈ Pf (X) and νk ∈ Pg(Y ) converge in Pf (X) and Pg(Y ) as k → +∞ to µ and ν
respectively. Then

(a) Existence: there exists π∗ ∈ Π(µ, ν) which minimises VC(µ, ν).

(b) Stability of the cost function: suppose that one of the following holds true:

(A) C is continuous.
(B) C is continuous in the second argument and µk converges strongly to µ as k → +∞.

Then there holds
VC(µk, νk) −→

k→+∞
VC(µ, ν). (2.5)

(c) Stability of the minimisers: suppose that (2.5) holds. For k ∈ N let πk,∗ ∈ Π(µk, νk) be a minimiser of
VC(µk, νk). Then any accumulation point of (πk,∗)k∈N for the weak convergence topology is a minimiser
of VC(µ, ν). If the latter has a unique minimiser π∗, then

πk,∗ −→
k→+∞

π∗ in Pf⊕g(X × Y ). (2.6)

(d) Uniqueness: if C is strictly convex in the second argument, then the minimisers are unique and the
convergence (2.6) holds in AWf⊕ĝ.

Note that the WMOT problem is in fact a particular case of the WOT problem. Indeed, the resolution
of the WMOT problem between µ, ν ∈ P1(Rd) for a cost function C : Rd × P(Rd) → R+ amounts to the
resolution of the WOT problem between the same marginals and the cost function

C̃ : Rd × P(Rd) 3 (x, p) 7→
{
C(x, p) if

∫
Y
y p(dy) = x

+∞ else ∈ R+ ∪ {+∞}.

Since infinite-valued cost functions are not admissible in the setting of Theorem 2.5, the case of the
stability of the WMOT problem requires its own statement.
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Theorem 2.6. Let f ∈ F1(Rd) and g ∈ F1(Rd). Let C : Rd × Pg(Rd) → R ∪ {+∞} be convex in the
second argument, lower semicontinuous and such that there exists a constant K > 0 which satisfies for all
(x, p) ∈ Rd × Pg(Rd)

|C(x, p)| ≤ K
(
f(x) +

∫
Y

g(y) p(dy)
)
. (2.7)

For k ∈ N, let µk ∈ Pf (Rd) and νk ∈ Pg(Rd) be such that µk ≤c νk and µk, resp. νk, converges to µ in
Pf (Rd), resp. ν in Pg(Rd) as k → +∞. Then

(a’) Existence: there exists π∗ ∈ ΠM (µ, ν) which minimises VMC (µ, ν).

(b’) Stability of the cost function in dimension 1: suppose that d = 1 and one of the following holds true:

(A) C is continuous.
(B) C is continuous in the second argument and µk converges strongly to µ as k → +∞.

Then there holds
VMC (µk, νk) −→

k→+∞
VMC (µ, ν). (2.8)

(c’) Stability of the minimisers: suppose that (2.8) holds. For k ∈ N let πk,∗ ∈ ΠM (µk, νk) be a minimiser
of VMC (µk, νk). Then any accumulation point of (πk,∗)k∈N for the weak convergence topology is a
minimiser of VMC (µ, ν). If the latter has a unique minimiser π∗, then

πk,∗ −→
k→+∞

π∗ in Pf⊕g(Rd × Rd). (2.9)

(d’) Uniqueness: if C is strictly convex in the second argument, then the minimisers are unique and the
convergence (2.9) holds in AWf⊕ĝ.

Remark 2.7. We actually show that (a’), (b’), (c’) and (d’) are still valid when there exist two Polish
subspaces X and Y of Rd such that f is defined on X, g on Y , (2.7) holds for all (x, p) ∈ X × Pg(Y ) such
that

∫
Rd y p(dy) = x, µk ∈ Pf (X) converges in Pf (X) to µ ∈ Pf (X) and νk ∈ Pf (Y ) converges in Pf (Y ) to

ν ∈ Pf (Y ) as k → +∞.

We can exhibit a strong connection betwen the (WMOT) problem and a Benamou-Brenier type formu-
lation of the MOT problem suggested by [5]. In dimension one, this problem consists for two probability
measures µ, ν in the convex order in maximising

MT (µ, ν) := supE
[∫ 1

0
σt dt

]
(MBB)

over all filtered probability spaces (Ω, (Ft)t∈[0,1],P), real-valued (Ft)t∈[0,1]-progressive process (σt)t∈[0,1] and
real-valued (Ft)t∈[0,1]-Brownian motions (Bt)t∈[0,1] such that the process

(Mt)t∈[0,1] =
(
M0 +

∫ t

0
σs dBs

)
t∈[0,1]

is a continuous martingale which satisfies M0 ∼ µ and M1 ∼ ν. When the second moment of ν is finite, then
(MBB) has a unique maximiser (M∗t )t∈[0,1] [5, Theorem 1.5] called the stretched Brownian motion from µ
to ν, since it is the martingale subject to the constraints M∗0 ∼ µ and M∗1 ∼ ν which correlates the most
with the Brownian motion.

Let C2 : R × P2(R) → R be defined for all (x, p) ∈ R × P2(R) by C2(x, p) = W2
2 (p,N (0, 1)), where

N (0, 1) denotes the unidimensional standard normal distribution. Let µ, ν ∈ P2(R) be in the convex order
and VMC2

(µ, ν) be the value function given by (WMOT) for the cost function C2. Let π∗ ∈ ΠM (µ, ν) be
optimal for VMC2

(µ, ν) and M∗ be the stretched Brownian motion from µ to ν. Then Remark 2.1, Theorem
2.2 and Remark 2.3 from [5] imply that
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(a) MT (µ, ν) = 1
2
(
1 +

∫
R |y|

2 ν(dy)− VMC2
(µ, ν)

)
;

(b) π∗ is the joint probability distribution of (M∗0 ,M∗1 ), and conversely

∀t ∈ [0, 1], M∗t = E
[
F−1
π∗
X

(FN (0,1)(B1))|X, (Bs)0≤s≤t

]
, (2.10)

where X ∼ µ is a random variable independent of the Brownian motion (Bt)t∈[0,1], and Fη, resp. F−1
η

denotes the cumulative distribution function, resp. the quantile function of a probability distribution
η ∈ P(R).

As a consequence of Theorem 2.6, for r ≥ 2, the stretched Brownian motion between converging marginals
in Wr converges in AWr to the stretched Brownian motion between the limits. Because of the martingale
structure, we even have an estimate of the AWr-distance between the joint probability distributions of the
initial position and the whole trajectory.

Corollary 2.8 (Stability of the unidimensional stretched Brownian motion). Let r ≥ 2 and µk, νk, µ, ν ∈
Pr(R), k ∈ N be such that for all k ∈ N, µk ≤c νk and µk, resp. νk, converges to µ, resp. ν, in Wr.

For k ∈ N, let Mk be the stretched Brownian motion from µk to νk and M∗ be the stretched Brownian
motion from µ to ν. Equipping C([0, 1]) with the supremum distance and denoting by L(Z) the law of any
random variable Z, we have the estimate

AWr
r

(
L(Mk

0 , (Mk
t )t∈[0,1]),L(M∗0 , (M∗t )t∈[0,1])

)
≤
(

r

r − 1

)r
AWr

r

(
L(Mk

0 ,M
k
1 ),L(M∗0 ,M∗1 )

)
,

and the right-hand side vanishes as k goes to +∞.

2.3 Stability of the superreplication bound for VIX futures
The Volatility Index (VIX), often referred to as the Fear Index, is a popular measure to determine market
sentiment. When investors expect the market to move vigorously, they typically tend to purchase more
options, which has an impact on implied volatility levels. The VIX is by definition the implied volatility
calculated on a 30 days horizon on the S&P 500. The more the VIX increases, the more demand is expressed
for options, which become more expensive. In that case the market is described as volatile. Conversely,
a decreasing VIX often means less demand and therefore decreasing option prices, hence the market is
perceived as calm.

We consider a financial market composed of two financial assets: the risk-free asset and the S&P 500
(St)t∈{T1,T2}, tradable at dates T1 and T2 = T1 +30 days. We suppose known the market price of call options
for any strike K ≥ 0, so that by the Breeden-Litzenberger formula [15] we get the respective probability
distributions µ and ν of ST1 and ST2 . We allow trading at time 0 in vanilla options with maturities T1 and
T2, and trading at time T1 in the S&P 500 and the forward-starting log-contract, that is the option with
payoff −2

T2−T1
ln ST2

ST1
at T2. In this setting, Guyon, Menegaux and Nutz [22] derive the model-independent

arbitrage-free upper bound for the VIX future expiring at T1, given by the smallest superreplication price
at time 0

Psuper(µ, ν) = inf
(∫

(0,+∞)
u1(x)µ(dx) +

∫
(0,+∞)

u2(y) ν(dy)
)
, (2.11)

where the infimum is taken over all (u1, u2) ∈ L1(µ)×L1(ν) and measurable maps ∆S ,∆L such that for all
(x, y, v) ∈ (0,+∞)2 × [0,+∞),

u1(x) + u2(y) + ∆S(x, v)(y − x) + ∆L(x, v)
(
− 2
T2 − T1

ln y
x
− v2

)
− v (2.12)
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is nonnegative. Similarly, the model-independent arbritrage-free lower bound for the VIX future expiring at
T1 is given by the largest subreplication price at time 0

Psub(µ, ν) = sup
(∫

(0,+∞)
u1(x)µ(dx) +

∫
(0,+∞)

u2(y) ν(dy)
)
,

where the supremum is taken over all (u1, u2) ∈ L1(µ)× L1(ν) and measurable maps ∆S ,∆L such that for
all (x, y, v) ∈ (0,+∞)2 × [0,+∞), (2.12) is nonpositive.

Note that the primal problem Psuper(µ, ν) involves in (2.12) three variables x, y, s, which stand respectively
for the S&P 500 at time T1, the S&P 500 at time T2, and the VIX at time T1. We would then naturally
expect the dual formulation to involve three marginals. Strikingly, the dual side of the superreplication of
the VIX takes the form of a WMOT problem with 2 marginals only thanks to concavity of the square root,
see [22, Proposition 4.10].

Proposition 2.9 (Guyon, Menegaux, Nutz, 2017). Let 0 < T1 < T2 and f : [1,+∞) → R+ be given by
f(x) = | ln(x)|+ |x|. Let µ, ν ∈ Pf ((0,+∞)) be in the convex order, then the dual problem Dsuper consists of

Dsuper(µ, ν) = sup
π∈ΠM (µ,ν)

∫
(0,+∞)

CV IX(x, πx)µ(dx), (2.13)

when CV IX : (0,+∞)×Pf ((0,+∞)), (x, p) 7→
√
− 2
T2−T1

∫
(0,+∞) ln

(
y
x

)
p(dy). The values of Psuper(µ, ν) and

Dsuper(µ, ν) coincide.

The fact that µ and ν are defined on (0,+∞) motivated Remark 2.7, that is the consideration of the
stability of the WMOT problem in the setting of Polish subspaces of Rd. Note that CV IX is indeed an
admissible weak transport cost: on {(x, p) ∈ (0,+∞)× Pf ((0,+∞)) |

∫
(0,+∞) y p(dy) = x} it is well-defined

and continuous, and the map p 7→ CV IX(x, p) is concave on {p ∈ Pf ((0,+∞)) |
∫
R y p(dy) = x} for fixed

x ∈ (0,+∞). Hence, we can apply Theorem 2.6 and find that the robust superreplication bound for VIX
futures depends continuously on the marginals:

Corollary 2.10. In the setting of Proposition 2.9, let the pairs µk, νk ∈ Pf ((0,+∞)), k ∈ N, be in convex
order and converge in Pf (R) to µ and ν respectively. Then there exist maximisers πk,∗ ∈ ΠM (µk, νk),

lim
k→+∞

Dsuper(µk, νk) = Dsuper(µ, ν),

and any weak accumulation point of (πk,∗)k∈N maximises Dsuper(µ, ν).

2.4 Martingale monotonicity
A remarkable tool in the theory of optimal transport is cyclical monotonicity. It allows to determine opti-
mality of a coupling only by knowing its support. In its spirit the notion of finite optimality was developed
in context of martingale optimal transport in [11] and [21].

Definition 2.11 (Competitor). Let α = µ×αx ∈ P1(R×R). We call α′ = µ′×α′x ∈ P1(R×R) a competitor
of α, if

µ = µ′ and
∫
R
y α′x(dy) =

∫
R
y αx(dy), µ(dx)-almost everywhere.

Definition 2.12 (Finite optimality). Let c : R×R→ R be a cost function. We say that a Borel set Γ ⊂ R×R
is finitely optimal for c if for every probability measure α ∈ P(R× R) finitely supported on Γ, we have∫

R×R
c(x, y)α(dx, dy) ≤

∫
R×R

c(x, y)α′(dx, dy),

for every competitor α′ of α.
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Under the assumption that c is continuous and sufficiently integrable, there was shown in [11, Lemma
A.2] and [21, Theorem 1.3] that a martingale coupling is optimal if it is concentrated on a finitely optimal
set.

Recently the notion of martingale C-monotonicity, c.f. [7], was introduced for martingale optimal weak
transport (WMOT), which was therein used to show stability of the martingale optimal transport problem.

Definition 2.13 (Martingale C-monotonicity). We say that a Borel set Γ ⊂ R × P1(R) is martingale C-
monotone iff for any N ∈ N, any collection (x1, p1), . . . , (xN , pN ) ∈ Γ and q1, . . . , qN ∈ P1(R) such that∑N
i=1 pi =

∑N
i=1 qi and

∫
R y pi(dy) =

∫
R y qi(dy), we have

N∑
i=1

C(xi, pi) ≤
N∑
i=1

C(xi, qi).

So far, it was known that martingale C-monotonicity is a necessary optimality criterion in the following
sense, c.f. [7, Theorem 3.4]: let π∗ ∈ ΠM (µ, ν) be a martingale coupling which minimises (WMOT), then
J(π∗) is concentrated on a martingale C-monotone set. This means explicitly that there is a martingale
C-monotone set Γ with

(x, πx) ∈ Γ for µ(dx)-almost every x. (2.14)

Remark 2.14. Conversely, if π ∈ ΠM (µ, ν) is a finitely supported coupling of the form 1
N

∑N
i=1 δxi(dx) pi(dy)

for x1 < · · · < xn ∈ R and p1, · · · , pN ∈ P1(R) and satisfies (2.14), then it is optimal. Indeed, in that
case (x1, p1), · · · , (xN , pN ) ∈ Γ and any martingale coupling π′ ∈ ΠM (µ, ν) is of the form π′(dx, dy) =
1
N

∑N
i=1 δxi(dx) qi(dy), where q1, · · · , qN ∈ P1(R) are such that

∑N
i=1 pi =

∑N
i=1 qi and for all i ∈ {1, · · · , N},∫

R y pi(dy) = xi =
∫
R y qi(dy). By definition of martingale C-monotonicity, we get

∫
R×R

C(x, πx)µ(dx) = 1
N

N∑
i=1

C(xi, pi) ≤
1
N

N∑
i=1

C(xi, qi) =
∫
R2
C(x, π′x)µ(dx),

hence π is optimal.

However, the question remained open if any martingale coupling satisfying (2.14) is optimal. The stability
result, Theorem 2.6, allows us to confirm that this is indeed the case.

Theorem 2.15 (Sufficiency). Let f : R→ [1,+∞) and g : R→ [1,+∞) be continuous. Let µ ∈ Pf (R) and
ν ∈ Pg(R) be in convex order, and C : R × Pg(R) → R be a measurable cost function, continuous in the
second argument and such that there exists a constant K > 0 which satisfies

∀(x, p) ∈ R× Pg(R), C(x, p) ≤ K
(
f(x) +

∫
R
g(y) p(dy)

)
,

Let Γ be martingale C-monotone and π ∈ ΠM (µ, ν) be such that we have (2.14). Then π is optimal for
(WMOT).

In turn Theorem 2.15 allows us to strengthen [11, Lemma A.2] and [21, Theorem 1.3] by assuming less
continuity of the cost function.

Corollary 2.16. Let f : R→ [1,+∞) and g : R→ [1,+∞) be continuous. Let µ ∈ Pf (R) and ν ∈ Pg(R) be
in convex order, c : R×R→ R be measurable and y 7→ c(x, y) be continuous for all x ∈ R. Furthermore, let
K > 0 be a constant such that

c(x, y) ≤ K(f(x) + g(y)), ∀(x, y) ∈ R× R.

Then π ∈ ΠM (µ, ν) is finitely optimal if and only if π is optimal for the MOT problem.
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3 Stability
This section is devoted to the proof of Theorem 2.5 and Theorem 2.6 about the stability of (WOT) and
(WMOT), and the corollary on the stability of the stretched Brownian motion in dimension one.

Proof of Theorem 2.5 and Theorem 2.6. First, we prove (a) and (a’). Let Π̂(µ, ν) = Π(µ, ν) and V̂C(µ, ν) =
VC(µ, ν) in the setting of Theorem 2.5, and Π̂(µ, ν) = ΠM (µ, ν) and V̂C(µ, ν) = VMC (µ, ν) in the setting of
Theorem 2.6.

Let (πn)n∈N ∈ Π̂(µ, ν)N be such that
∫
X
C(x, πnx )µ(dx) converges to V̂C(µ, ν) as n→ +∞. By tightness

of µ and ν we deduce the existence of a subsequence (πnl)l∈N of (πn)n∈N which converges to some π∗ ∈
Π̂(µ, ν) with respect to the weak convergence topology and therefore the topology of Pf⊕g(X × Y ) since
πnl(f ⊕ g) = µ(f) + ν(f) = π∗(f ⊕ g) for all l ∈ N. By Proposition 5.8 (b) below we then have

V̂C(µ, ν) ≤
∫
X

C(x, π∗x)µ(dx) ≤ lim inf
l→+∞

∫
X

C(x, πnlx )µ(dx) = V̂C(µ, ν),

which shows that π∗ is a minimiser for V̂C(µ, ν) and proves (a) and (a’).
We now show that the convergence

V̂C(µk, νk) −→
k→+∞

V̂C(µ, ν) (3.1)

holds under either Assumption (A) or Assumption (B) in the setting of Theorem 2.5, and in the setting
of Theorem 2.6 as soon as d = 1, which will prove (b) and (b’). Let π∗ be a minimiser of V̂C(µ, ν). By
Proposition 2.3 in the setting of Theorem 2.5 and Theorem 2.4 in the setting of Theorem 2.6 if d = 1, there
exists a sequence πk ∈ Π̂(µk, νk), k ∈ N, which converges to π∗ in AWf⊕ĝ, which is equivalent to J(πk)
converging to J(π∗) in Pf⊕ĝ(X × P(Y )).

Under Assumption (A), we then have by Lemma 5.12 (b) that∫
X×Pg(Y )

C(x, p) J(πk)(dx, dp) −→
k→+∞

∫
X×Pg(Y )

C(x, p) J(π∗)(dx, dp). (3.2)

Under Assumption (B), the strong convergence of (µk)k∈N to µ and the weak convergence of (J(πk))k∈N
to J(π∗) imply by Lemma 5.11 (b) that (J(πk))k∈N converges stably to J(π∗), hence (3.2) still holds by
Lemma 5.12 (d).

Using (3.2) for the second equality, we then have

lim sup
k→+∞

V̂C(µk, νk) ≤ lim sup
k→+∞

∫
X

C(x, πkx)µk(dx)

= lim sup
k→+∞

∫
X×Pg(Y )

C(x, p) J(πk)(dx, dp)

=
∫
X×Pg(Y )

C(x, p) J(π∗)(dx, dp)

= V̂C(µ, ν).

(3.3)

Let (V̂C(µkl , νkl))l∈N be a subsequence of (V̂C(µk, νk))k∈N converging to lim infk→+∞ V̂C(µk, νk). Let
π̃ ∈ Π̂(µ, ν) be an accumulation point of (πkl,∗)l∈N with respect to the weak convergence topology, which
exists by tightness of the marginals. Note that in the martingale case, the fact that π̃ is a martingale coupling
is guaranteed by the W1-convergence of the marginals. Then by Proposition 5.8 (b) below, we find that

lim inf
k→+∞

V̂C(µk, νk) = lim
l→+∞

∫
X

C(x, πkl,∗x )µkl(dx) ≥
∫
X

C(x, π̃x)µ(dx) ≥ V̂C(µ, ν).
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With (3.3), we conclude that limk→+∞ V̂C(µk, νk) = V̂C(µ, ν), which proves (3.1).
Let us now prove (c) and (c’), assuming that (3.1) holds. For k ∈ N, let πk,∗ ∈ Π̂(µk, νk) be a minimiser

of V̂C(µk, νk). For any subsequence (πkj ,∗)j∈N of (πk,∗)k∈N converging weakly to some π̃, Proposition 5.8 (b)
below ensures that

V̂C(µ, ν) = lim
j→+∞

V̂C(µkj , νkj ) = lim
j→+∞

∫
X

C(x, πkj ,∗x )µ(dx) ≥
∫
X

C(x, π̃x)µ(dx) ≥ V̂C(µ, ν),

so π̃ is a minimiser of V̂C(µ, ν). In particular if V̂C(µ, ν) has a unique minimiser π∗, it is the unique
accumulation point with respect to the weak convergence topology of the tight sequence (πk,∗)k∈N, which
therefore converges to π∗ weakly and even in Pf⊕g(X×Y ) since its marginals converge in Pf (X) and Pg(Y )
respectively. Hence (c) and (c’) are proved.

Finally, let us show (d) and (d’). The strict convexity of C(x, ·) for all x ∈ X yields uniqueness of
the minimisers. Indeed when π, π̃ ∈ Π̂(µ, ν) then 1

2 (π + π̃) ∈ Π̂(µ, ν). When, moreover, π 6= π̃, then
µ({x ∈ X | πx 6= π̃x}) > 0 and since C(x, 1

2 (πx + π̃x)) ≤ 1
2 (C(x, πx) + C(x, π̃x)) with strict inequality when

πx 6= π̃x, ∫
X

C

(
x,
πx + π̃x

2

)
µ(dx) < 1

2

(∫
X

C(x, πx)µ(dx) +
∫
X

C(x, π̃x)µ(dx)
)
. (3.4)

Let then π∗ be the only minimiser of V̂C(µ, ν). To conclude the proof, it is enough to show that J(πk,∗)
converges to J(π∗) in Pf⊕ĝ(X × P(Y )) as k goes to +∞. Let P ∗ ∈ Pf⊕ĝ(X × P(Y )) be an accumulation
point of (J(πk,∗))k∈N, which exists by Lemma 5.7.

To conclude, it suffices to show that P ∗ = J(π∗), which is achieved in three steps. Let Λ̂(µ, ν) = Λ(µ, ν)
(see the definition (5.3) below) in the setting of Theorem 2.5 and Λ̂(µ, ν) = ΛM (µ, ν) (see the definition (5.5)
below) in the setting of Theorem 2.6. First we show that

P ∗ ∈ Λ̂(µ, ν). (3.5)

Next, we show that J(π∗) and P ∗ both minimise

ṼC(µ, ν) := inf
P∈Λ̂(µ,ν)

∫
X×Pg(Y )

C(x, p)P (dx, dp).

Finally, we show the uniqueness of minimisers of ṼC(µ, ν).
Let (J(πkl,∗))l∈N be a subsequence converging to P ∗ in Pf⊕ĝ(X ×P(Y )). By Lemma 5.9 below we have∫

(x,p)∈X×Pg(Y )
p(dy) J(πkl,∗)(dx, dp) −→

l→+∞

∫
(x,p)∈X×Pg(Y )

p(dy)P ∗(dx, dp),

where the convergence holds in Pf⊕g(X×Y ) as l goes to +∞. Since the left-hand side is νkl , which converges
to ν in Wg and therefore in the weak topology, we deduce by uniqueness of the limit that the right-hand
side is ν, hence P ∗ ∈ Λ(µ, ν). In the setting of Theorem 2.6, since, as f, g ∈ F1(Rd), X × Pg(Y ) 3 (x, p) 7→∣∣x− ∫

Y
y p(dy)

∣∣ ∈ Φf⊕ĝ(X × Pg(Y )), we have that

0 =
∫
X×Pg(Y )

∣∣∣∣x− ∫
Y

y p(dy)
∣∣∣∣ J(πkl,∗)(dx, dp) −→

l→+∞

∫
X×Pg(Y )

∣∣∣∣x− ∫
Y

y p(dy)
∣∣∣∣ P ∗(dx, dp),

hence P ∗ ∈ ΛM (µ, ν).
Let us show that J(π∗) and P ∗ both minimise ṼC(µ, ν). Note that since P ∗ ∈ Λ̂(µ, ν), we have P ∗(X ×

Pg(Y )) = 1. Since (J(πkl,∗))l∈N converges to P ∗ in Pf⊕ĝ(X × P(Y )), we find with Lemma 5.12 like in the
derivation of (3.2) that∫

X×Pg(Y )
C(x, p) J(πkl,∗)(dx, dp) −→

l→+∞

∫
X×Pg(Y )

C(x, p)P ∗(dx, dp). (3.6)
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Then (3.6), the definition of πkl,∗ and last (a), resp. (a’), yield∫
X×Pg(Y )

C(x, p)P ∗(dx, dp) = lim
l→+∞

∫
X×Pg(Y )

C(x, p) J(πkl,∗)(dx, dp)

= lim
l→+∞

V̂C(µkl , νkl)

= V̂C(µ, ν)

=
∫
X×Pg(Y )

C(x, p) J(π∗)(dx, dp).

Let P (dx, dp) = µ(dx)Px(dp) ∈ Λ̂(µ, ν). Then µ(dx)
∫
p∈Pf (Y ) p(dy)Px(dp) ∈ Π̂(µ, ν), so by Proposition

5.10 below for the last inequality,∫
X×Pf (Y )

C(x, p) J(π∗)(dx, dp) =
∫
X

C(x, π∗x)µ(dx)

= V̂C(µ, ν)

≤
∫
X

C

(
x,

∫
p∈Pf (Y )

p(dy)Px(dp)
)
µ(dx)

≤
∫
X

∫
Pf (Y )

C(x, p)Px(dp)µ(dx),

(3.7)

which proves that J(π∗) minimises ṼC(µ, ν), and so does P ∗.
We now prove that J(π∗) is the only minimiser of ṼC(µ, ν). To do so, we first prove that any minimiser of

ṼC(µ, ν) is in the image of J . Let then P̃ be such a minimiser. For x ∈ X, let π̃x(dy) =
∫
p∈Pf (Y ) p(dy) P̃x(dp)

and π̃(dx, dy) = µ(dx) π̃x(dy). Then J(π̃) ∈ Λ̂(µ, ν) and Proposition 5.10 below yields∫
X×Pf (Y )

C(x, p) J(π̃)(dx, dp) =
∫
X

C(x, π̃x)µ(dx) ≤
∫
X

∫
Pf (Y )

C(x, p) P̃x(dp)µ(dx).

By optimality of P̃ , this inequality is an equality, hence for µ(dx)-almost every x ∈ X we have

C(x, π̃x) =
∫
Pf (Y )

C(x, p) P̃x(dp),

and therefore P̃x = δπ̃x by the equality case of Proposition 5.10 below, or equivalently P̃ = J(π̃). Therefore
any minimiser of ṼC(µ, ν) is contained in J(Π̂(µ, ν)).

Recall that for all π ∈ Π̂(µ, ν) we have∫
X

C(x, πx)µ(dx) =
∫
X×Pg(Y )

C(x, p) J(π)(dx, dp).

With (3.7), we deduce that P ∈ Λ̂(µ, ν) is a minimiser of ṼC(µ, ν) iff P is the image of a minimiser of
V̂C(µ, ν) by J . By (3.4) the minimiser of V̂C(µ, ν) is unique. This shows the uniqueness of minimisers of
ṼC(µ, ν), and therefore the uniqueness of accumulation points of (J(πk,∗))k∈N, which is conclusive.

The proof of Corollary 2.8 relies on the following Lemma.

Lemma 3.1. Let ρ > 1, and Cρ : R×Pρ(R)→ R be defined for all (x, p) ∈ R×Pρ(R) by Cρ(x, p) =Wρ
ρ (p, γ),

where γ ∈ Pρ(R) does not weight points. Let VMCρ be the value function given by (WMOT) for the cost function
Cρ.

Let r ≥ ρ and µk, νk ∈ Pr(R), k ∈ N be in convex order and converge respectively to µ and ν in Wr.
Then limk→+∞ VMCρ (µk, νk) = VMCρ (µ, ν) and the optimisers are converging in AWr.
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Proof. By Theorem 2.6 it is sufficient to show that p 7→ Wρ
ρ (γ, p) is strictly convex. Since γ does not weight

points, the unique Wρ-optimal coupling between γ and p ∈ Pρ(R) is the comonotonous coupling χp given
by the map x 7→ F−1

p (Fγ(x)) i.e. the image of γ by x 7→ (x, F−1
p (Fγ(x))). For q ∈ Pρ(R) and λ ∈ (0, 1) the

coupling χ = (1− λ)χp + λχq between γ and (1− λ)p+ λq is not given by a map unless F−1
q (u) = F−1

p (u)
for all u ∈ (0, 1) i.e. p = q. Therefore, when p 6= q,

(1− λ)Wρ
ρ (γ, p) + λWρ

ρ (γ, q) =
∫
|x− y|ρ χ(dx, dy) >Wρ

ρ (γ, (1− λ)p+ λq).

We can now prove the stability of the unidimensional stretched Brownian motion.

Proof of Corollary 2.8. Let γ = N (0, 1) be the unidimensional standard normal distribution and C2 : R ×
P2(R) → R be defined for all (x, p) ∈ R × P2(R) by C2(x, p) = W2

2 (p, γ). Let VMC2
be the value function

given by (WMOT) for the cost function C2.
In the setting of Corollary 2.8, let π∗ ∈ ΠM (µ, ν), resp. πk ∈ ΠM (µk, νk) be optimal for VMC2

(µ, ν), resp.
VMC2

(µk, νk). For (x, b) ∈ R× R[0,1], let B = (Bt)t∈[0,1] be a Brownian motion and

Gk(x, b) =
(
E
[
F−1
πkx

(Fγ(B1 −Bt + bt))
])

t∈[0,1]
and G∗(x, b) =

(
E
[
F−1
π∗x

(Fγ(B1 −Bt + bt))
])

t∈[0,1]
.

According to (2.10), (Mk
0 , (Mk

t )t∈[0,1]) and (M∗0 , (M∗t )t∈[0,1]) are respectively distributed according to

ηk(dx, df) := µk(dx) (Gk(x, ·)∗W )(df) and η∗(dx, df) := µ(dx) (G∗(x, ·)∗W )(df),

where W denotes the Wiener measure on C([0, 1]). Let χk ∈ Π(µk, µ) be optimal for AWr(πk, π). Then

AWr
r(ηk, η∗) ≤

∫
R×R

(
|x− x′|r +Wr

r (Gk(x, ·)∗W,G(x′, ·)∗W )
)
χk(dx, dx′).

According to (2.10), for µk(dx)-almost every x ∈ R, Gk(x,B) is the stretched Brownian motion from
δx to πkx, hence it is a continuous (Ft)t∈[0,1]-martingale, where (Ft)t∈[0,1] is the natural filtration associated
to B. Similarly, for µ(dx′)-almost every x ∈ R, G∗(x′, B) is a continuous (Ft)t∈[0,1]-martingale. Therefore,
for χk(dx, dx′)-almost every (x, x′) ∈ R × R, Gk(x,B) − G∗(x′, B) is a continuous (Ft)t∈[0,1]-martingale.
Using Doob’s martingale inequality for the second inequality, the fact that Fγ(B1) is uniformly distributed
on (0, 1) for the first equality and the fact that the comonotonous coupling between πkx and π∗x′ is optimal
for Wr(πkx, π∗x′) for the second equality, we get for χk(dx, dx′)-almost every (x, x′) ∈ R× R

Wr
r (Gk(x, ·)∗W,G(x′, ·)∗W ) ≤ E

[
sup
t∈[0,1]

∣∣Gk(x,B)t −G∗(x′, B)t
∣∣r]

≤
(

r

r − 1

)r
E[|Gk(x,B)1 −G∗(x′, B)1|r]

=
(

r

r − 1

)r
E[|F−1

πkx
(Fγ(B1))− F−1

π∗
x′

(Fγ(B1)|r]

=
(

r

r − 1

)r
Wr
r (πkx, π∗x′).

We deduce that

AWr
r(ηk, η∗) ≤

(
r

r − 1

)r ∫
R×R

(
|x− x′|r +Wr

r (πkx, π∗x′)
)
χk(dx, dx′) =

(
r

r − 1

)r
AWr

r(πk, π∗),

where the right-hand side vanishes as k goes to +∞ in virtue of Lemma 3.1.
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4 Martingale monotonicity
In this section we prove the claim that martingale C-monotonicity is sufficient for optimality for (WMOT).

For g : Y → [1,+∞) continuous, we denote

Fg(Y ) := {f : Y → [1,+∞) continuous | ∀y ∈ Y, f(y) ≥ g(y)}. (4.1)

When Y = Rd for some d ∈ N∗, we denote

F+
g (Rd) :=

{
f ∈ Fg(Rd) | ∃h : R+ → [1,+∞), h(t)

t
−→
t→+∞

+∞ and f = h ◦ g
}
. (4.2)

Proof of Theorem 2.15. Let h ∈ Fg(R) be such that ν(h) < +∞, whose purpose will be revealed later in
the proof. To demonstrate the main idea without further technical details, we assume for now that µ is
concentrated on a Polish subset K̃ ⊂ R and the restriction C|K̃×Ph(R) is continuous. Let Xn : Ω → R,
n ∈ N be independent random variables identically distributed according to µ and G ⊂ Φf⊕ĝ(R× P(R)) be
a countable family which determines the convergence in Pf⊕ĝ(R × P(R)) (see [16, Theorem 4.5.(b)]). By
the law of large numbers, almost surely, for all ψ ∈ G,

1
n

n∑
k=1

∫
R×P(R)

ψ(x, p) δ(Xk,πXk )(dx, dp) = 1
n

n∑
k=1

ψ(Xk, πXk)

−→
n→+∞

E[ψ(X1, πX1)]

=
∫
R
ψ(x, πx)µ(dx)

=
∫
R×P(R)

ψ(x, p) J(π)(dx, dp),

(4.3)

Moreover, almost surely, for all n ∈ N,

(Xn, πXn) ∈ Γ ∩ (K̃ × Pg(R)), (4.4)

and by the law of large numbers again, we have almost surely

1
n

n∑
k=1

πXk(h) −→
n→+∞

E[πX1(h)] =
∫
R
πx(h)µ(dx) = ν(h). (4.5)

Let then ω ∈ Ω be such that (4.3), (4.4) and (4.5) hold when evaluated at ω and set xn = Xn(ω) and
πn(dx, dy) = 1

n

∑n
k=1 δxk(dx)πxk(dy) for n ∈ N. Then πn has first marginal µn = 1

n

∑n
k=1 δxk and second

marginal νn =
∫
x∈R πx(dy)µn(dx). We deduce that πn is a martingale C-monotone coupling between µn

and νn which satisfies

J(πn) = 1
n

n∑
k=1

δ(xk,πxk ) −→
n→+∞

J(π) in Pf⊕ĝ(K̃ × P(R)),

Thus πn converges to π in AWf⊕ĝ as n goes to +∞. In particular we have convergence of the marginals in
Pf (R) and Pg(R) respectively, and even convergence in Ph(R) of the second marginals since νn(h) converges
to ν(h) as n → +∞, consequence of (4.5) evaluated at ω. Note that due to martingale C-monotonicity of
πn, we have according to Remark 2.14 that

VMC (µn, νn) =
∫
R
C(x, πnx )µn(dx),
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where we recall that the value function VMC is defined in (WMOT). Since µn, resp. νn converges to µ, resp. ν
in Pf (R), resp. Ph(R), by Theorem 2.6 we have convergence of the optimal values VMC (µn, νn)→ VMC (µ, ν)
as n goes to +∞. By convergence of (νn(h))n∈N to ν(h), the convergence J(πn) → J(π) is not only in
Pf⊕ĝ(K̃ × P(R)), but even in Pf⊕ĥ(K̃ × P(R)) (see Definition 2.2) and therefore Pf⊕ĥ(K̃ × Ph(R)) by
Lemma 5.2 (b) below. In that context, C|K̃×Ph(R) ∈ Φf⊕ĥ(K̃ × Ph(R)), so∫

R
C(x, πx)µ(dx) =

∫
K̃×Ph(R)

C(x, p) J(π)(dx, dp)

= lim
n→+∞

∫
K̃×Ph(R)

C(x, p) J(πn)(dx, dp)

= lim
n→+∞

∫
R
C(x, πnx )µn(dx)

= lim
n→+∞

VMC (µn, νn)

= VMC (µ, ν),

hence π is optimal for VMC (µ, ν).
Next, we drop the additional joint-continuity assumption on C. Since ν(g) < +∞, there exists by the de

La Vallée Poussin theorem h ∈ F+
g (R) such that ν(h) < +∞. For N ∈ N∗, let BN = {p ∈ Pg(R) | p(h) ≤ N},

which is a compact subset of Pg(R) by Lemma 5.6 below, and C(BN ) be the set of continuous functions
from BN to R, endowed with the topology of uniform convergence. The map φN : R → C(BN ) given by
φN (x) = C(x, ·)|BN is Borel measurable due to [2, Theorem 4.55]. Let ε ∈ (0, 1). By Lusin’s theorem there is
for every N ∈ N∗ a compact set KN ⊂ R such that the restriction φN |KN is continuous and µ(KN ) ≥ 1− ε

2N .
We have

µ

( ⋂
N∈N∗

KN

)
≥ 1−

∑
N∈N∗

µ
(
(KN )c

)
≥ 1−

∑
N∈N∗

ε

2N = 1− ε.

Let Kε =
⋂
N∈N∗ K

N , then for all N ∈ N∗ the restriction φN |Kε is continuous. We claim that C|Kε×Ph(R)
is continuous w.r.t. the product topology of R × Ph(R). To this end, take any sequence (xk, pk)k∈N ∈
(Kε×Ph(R))N with limit point (x, p) ∈ Kε×Ph(R). Since pk → p in Ph(R) as k goes to +∞, the sequence
(pk(h))k∈N is convergent and therefore bounded so there exists N ∈ N such that p, pk ∈ BN for all k ∈ N.
As φN (xk) converges uniformly to φN (x), we have

C(xk, pk) = φN (xk)(pk) −→
k→+∞

φN (x, p) = C(x, p).

Therefore, C|Kε×Ph(R) is continuous.
Let µε = 1

µ(Kε)µ|Kε , πε = µε × πx = 1
µ(Kε)π|Kε×R and νε be the second marginal of πε. Obviously µε is

concentrated on Kε. Since µ(Kε)µε ≤ µ and πεx = πx, πε is martingale C-monotone and satisfies (x, πεx) ∈ Γ
for µε(dx)-almost every x. Finally, µ(Kε)νε(h) =

∫
Kε πx(h)µ(dx) ≤ ν(h) < +∞, hence νε ∈ Ph(R).

Therefore the reasoning of the first part applied with (Kε, µε, νε, πε) replacing (K̃, µ, ν, π) proves that πε is
optimal for VMC (µε, νε).

Next, we convince ourselves that J(πε) converges to J(π) stably in Pf⊕ĥ(R × P(R)): let ψ : R × P(R)
be measurable and absolutely dominated by a positive multiple of f ⊕ ĥ, then

J(πε)(ψ) =
∫
R
ψ(x, πx)µε(dx) = 1

µ(Kε)

∫
Kε

ψ(x, πx)µ(dx) −→
ε→0

∫
R
ψ(x, πx)µ(dx) = J(π)(ψ),

where we employed dominated convergence and that 1−ε ≤ µ(Kε) ≤ 1. In particular, the marginals (µε)ε>0
converge to µ in Pf (R) and strongly, whereas the marginals (νε)ε>0 converge to ν in Ph(R) for ε↘ 0. Using
item (d) of Lemma 5.12 yields

lim
n→+∞

VMC (µ1/n, ν1/n) = lim
n→+∞

∫
R×Ph(R)

C(x, p) J(π1/n)(dx, dp)
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=
∫
R×Ph(R)

C(x, p) J(π)(dx, dp) =
∫
R
C(x, πx)µ(dx).

The marginal sequences (µ1/n)n∈N∗ and (ν1/n)n∈N∗ satisfy the assumptions of Theorem 2.6. Hence, by
item (b’) with (B) of the very same theorem we have that

VMC (µ, ν) = lim
n→+∞

VMC (µ1/n, ν1/n) =
∫
R
C(x, πx)µ(dx),

proving optimality of π.

5 Appendix
The adapted weak topology is defined as the initial topology under the trivial embedding map J from
P(X × Y ) to P(X × P(Y )), namely

J : P(X × Y ) 3 π = µ× πx 7→ µ(dx) δπx(dp) ∈ P(X × P(Y )). (5.1)

Conversely, it is widely known that we can associate to a probability measure P ∈ P(P(Y )) its intensity
I(P )(dy) =

∫
p∈P(Y ) p(dy)P (dp) ∈ P(Y ). For the extended space P(X × P(Y )) we naturally define the

extended intensity Î by

Î : P(X × P(Y )) 3 P 7→
∫
p∈P(Y )

p(dy)P (dx, dp) ∈ P(X × Y ), (5.2)

which associates to each P ∈ P(X ×P(Y )) a coupling Î(P ) ∈ P(X × Y ). We note that Î is the left-inverse
of J .

For (µ, ν) ∈ P(X)×P(Y ), we define the set of extended couplings Λ(µ, ν) between µ and ν as the set of
probability measures on P(X × P(Y )) whose extended intensity is a coupling between µ and ν, that is

Λ(µ, ν) =
{
P = µ× Px ∈ P(X × P(Y )) |

∫
(x,p)∈X×P(Y )

p(dy)P (dx, dp) = ν(dy)
}
. (5.3)

If f : X → R+ and g : Y → R+ are measurable functions, then any P ∈ Λ(µ, ν) satisfies∫
X×P(Y )

f(x)P (dx, dp) =
∫
X

f(x)µ(dx),

and
∫
X×P(Y )

∫
Y

g(y) p(dy)P (dx, dp) =
∫
Y

g(y) ν(dy).
(5.4)

For µ, ν ∈ P1(Rd), we define the martingale counterpart ΛM (µ, ν) of Λ(µ, ν) as the set of probability
measures on P1(Rd × P1(Rd)), whose extended intensity is a martingale coupling between µ and ν, that is

ΛM (µ, ν) =
{
P ∈ Λ(µ, ν) |

∫
Rd
y p(dy) = x, P (dx, dp)-almost everywhere

}
. (5.5)

5.1 Extension from Pr to Pf .
We recall that unless explicitly stated otherwise, P(Y ) is endowed with the weak convergence topology, and
for any continuous map f : Y → [1,+∞) we endow the space Pf (Y ) = {p ∈ P(Y ) | p(f) < +∞} with the
topology induced by the following convergence: a sequence (pk)k∈N ∈ Pf (Y )N converges in Pf (Y ) to p iff pk
converges weakly to p and pk(f) converges to p(f) as k → +∞.

As mentioned in Section 2, this extension emerged from the need to overcome the inconvenience of the
non-compacity of the Wr-balls {p ∈ Pr(Y ) | Wr(p, δy0) ≤ R}, R > 0 for the Wr-distance topology. All the
following lemmas together show that this extension enjoys nearly the same flexibility as the usual Wasserstein
distance topology and most importantly benefits of a helpful compacity result, see Lemma 5.6 below.

17



Remark 5.1. We continue with some remarks on the structure of Pf (Y ):

(1) Convergence in Pf (Y ) can be described differently: let (pk)k∈N converge to p in Pf (Y ), and let g ∈ C(Y )
be such that 0 ≤ g ≤ f . By Portmanteau’s theorem we have p(g) ≤ lim infk→+∞ pk(g) and p(f)−p(g) =
p(f − g) ≤ lim infk→+∞ pk(f − g) = p(f)− lim supk→+∞ pk(g), hence lim supk→+∞ pk(g) ≤ p(g). We
deduce that

pk −→
k→+∞

p in Pf (Y ) ⇐⇒ pk(g) −→
k→+∞

p(g), ∀g ∈ Φf (Y ), (5.6)

when Φf (Y ) := {g ∈ C(Y ) | g is absolutely dominated by a positive multiple of f}.
It is immediate that for r ≥ 1, this topology is finer than the one induced by Wr on Pf (Y ) if f
belongs to the set Fr(Y ) of real-valued continuous functions defined on Y and bounded from below by
y 7→ 1 + drY (y, y0).

(2) The set Pf (Y ) is naturally embedded into the setM+(Y ) of all bounded positive Borel measures on
Y , endowed with the weak topology, via the following continuous injection

ι : Pf (Y )→M+(Y ), ι(p)(dy) = f(y) p(dy).

Clearly, the topology on Pf (Y ) coincides with the initial topology under ι. Even more, the set
ι(Pf (Y )) = {m ∈M+(Y ) : m( 1

f ) = 1} is a closed subset ofM+(Y ) since 1
f is continuous and bounded.

As such, we deduce that Pf (Y ) is a Polish space.

(3) By [12, Theorem 8.3.2 and the preceding discussion], we have that the weak topology on M+(Y ) is
induced by the norm

‖m1 −m2‖0 := sup
g : Y→[−1,1]
g is 1-Lipschitz

(m1(g)−m2(g)).

This permits us to define a metric on Pf (Y ) via

Wf (p, q) := sup
g : Y→[−1,1],
g is 1-Lipschitz

(p(fg)− q(fg)) = ‖ι(p)− ι(q)‖0. (5.7)

Thus, Wf is a complete metric compatible with the topology on Pf (Y ).

From now on, we equip Pf (Y ) with Wf . A continuous function f : Y → [1,+∞) can naturally be lifted
to a continuous function f̂ : Pf (Y )→ [1,+∞) by setting

f̂(p) := p(f). (5.8)

Let us recall some notation. For any probability P ∈ P(P(Y )) we denote its intensity I(P ) ∈ P(Y ),
defined by I(P )(dy) =

∫
P(Y ) p(dy)P (dp). Then we have P (f̂) = I(P )(f). For two maps f : X → R and

g : Y → R, we denote f ⊕ g : X × Y 3 (x, y) 7→ f(x) + g(y).
As we are solely interested in topological properties, the next lemma shows that we can freely switch

between the spaces Pf̂ (P(Y )), Pf̂ (Pf (Y )), and P1(Pf (Y )), the latter’s definition being given by (1.1) with
(1,Pf (Y ),Wf ) replacing (r,X, dX).

Lemma 5.2. (a) Let f : Y → [1,+∞) be continuous. Then

Pf̂ (P(Y )) = Pf̂ (Pf (Y )), (5.9)

and their topologies are equal. If moreover one endows Pf (Y ) with the metric Wf defined by (2.1),
then

Pf̂ (P(Y )) = Pf̂ (Pf (Y )) = P1(Pf (Y )), (5.10)
and their topologies are equal.
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(b) Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous. Then

Pf⊕ĝ(X × P(Y )) = Pf⊕ĝ(X × Pg(Y )), (5.11)

and their topologies are equal.

Remark 5.3. The equalities (5.9), (5.10) and (5.11) are to be understood up to an identification, namely we
consider that for two measurable sets Z ′ ⊂ Z, a probability measure p ∈ P(Z) belongs to P(Z ′) if p(Z ′) = 1,
the underlying identification being of course between p ∈ P(Z) and the probability measure p′ ∈ P(Z ′)
defined for any measurable subset A ⊂ Z ′ by p′(A) = p(A ∩ Z ′).

Proof. Let us prove (a). The inclusion Pf̂ (P(Y )) ⊃ Pf̂ (Pf (Y )) is straightforward. Conversely, let P ∈
Pf̂ (P(Y )). Then by definition,

P (f̂) =
∫
P(Y )

p(f)P (dp) < +∞,

which can only hold if p(f) is P (dp)-almost everywhere finite, or equivalently P (Pf (Y )) = 1, hence
Pf̂ (P(Y )) ⊂ Pf̂ (Pf (Y )) and therefore we have equality. To see that the two topologies match, let us
show that

P k −→
k→+∞

P in Pf̂ (Pf (Y )) ⇐⇒ P k −→
k→+∞

P in Pf̂ (P(Y )).

Since the topology on Pf (Y ) is finer than the weak topology on P(Y ), we have C(P(Y )) ⊂ C(Pf (Y )),
so the direct implication is trivial. Conversely, suppose that P k converges in Pf̂ (P(Y )) to P as k goes
to +∞. Let h ∈ C(Y ) be bounded. Then ĥ ∈ C(P(Y )) is bounded, and I(P k)(h) = P k(ĥ) converges to
P (ĥ) = I(P )(h) as k goes to +∞. Moreover I(P k)(f) = P k(f̂) converges to P (f̂) = I(P )(f). This shows
that (I(P k))k∈N converges in Pf (Y ) to I(P ). Therefore {I(P k) | k ∈ N} is relatively compact in Pf (Y ).
We deduce by Lemma 5.4 below that {P k | k ∈ N} is relatively compact in Pf̂ (Pf (Y )). Let Q be an
accumulation point of (P k)k∈N in Pf̂ (Pf (Y )). In particular Q is by the direct implication shown above an
accumulation point of (P k)k∈N in Pf̂ (P(Y )), hence Q = P by uniqueness of the limit since the topology is
metrisable and therefore Hausdorff.

Let us now prove the second part of (a). We endow Pf (Y ) with the metric Wf . To see that the sets
Pf̂ (Pf (Y )) and P1(Pf (Y )) are the same, we find

P (f̂) < +∞ ⇐⇒
∫
P(Y )

p(f)P (dp) < +∞ ⇐⇒
∫
P(Y )

Wf (p, δy0)P (dp) < +∞,

which is an easy consequence, as well as the equality of the topologies, of

∀p ∈ Pf (Y ), p(f)− f(y0) ≤ Wf (p, δy0) ≤ p(f) + f(y0).

Let us now prove (b). We derive the equality Pf⊕ĝ(X × P(Y )) = Pf⊕ĝ(X × Pg(Y )) as in (a) since

P (f ⊕ ĝ) =
∫
X×P(Y )

(f(x) + p(g))P (dx, dp) < +∞,

which can only hold if the second marginal of P is concentrated on Pg(Y ). To see that the topologies are equal,
the only nontrivial part is, as in (a), to show that if (P k)k∈N converges in Pf⊕ĝ(X×P(Y )), then {P k | k ∈ N}
is relatively compact in Pf⊕ĝ(X×Pg(Y )). Let then (P k)k∈N converge in Pf⊕ĝ(X×P(Y )) to some P . Recall
moreover the definition of the extended intensity Î given by (5.2). Let h1 : X → R and h2 : Y → R be
two continuous and bounded maps. Then the map H : X × P(Y ) 3 (x, p) 7→

∫
Y
h1(x)h2(y) p(dy) is

continuous and bounded. Denoting h : (x, y) 7→ h1(x)h2(y), we deduce that Î(P k)(h) = P k(H) converges
to P (H) = Î(P )(h) as k goes to +∞. Hence (Î(P k))k∈N converges weakly to Î(P ). Then by continuity of
the projections the first marginal µk, resp. the second marginal νk of Î(P k) converges weakly to the first
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marginal µ, resp. the second marginal ν of Î(P ). Since the maps f⊕0̂ : (x, p) 7→ f(x) and 0⊕ĝ : (x, p) 7→ ĝ(p)
belong to C(X × P(Y )) and are dominated by f ⊕ ĝ, we also have that

µk(f) = P k(f ⊕ 0̂) −→
k→+∞

P (f ⊕ 0̂) = µ(f) and νk(g) = P k(0⊕ g) −→
k→+∞

P (0⊕ g) = ν(g),

which shows that (µk, νk)k∈N converges in Pf (X)×Pg(Y ) to (µ, ν). Therefore (Î(P k))k∈N is tight in P(X×Y )
and both projections {µk | k ∈ N} and {νk | k ∈ N} are relatively compact respectively in Pf (X) and Pf (Y ),
so by Lemma 5.7 below {P k | k ∈ N} is relatively compact in Pf⊕ĝ(X×Pg(Y )), which proves the claim.

Lemma 5.4. A set A ⊂ Pf̂ (Pf (Y )) is relatively compact if and only if the set of its intensities I(A) ⊂ Pf (Y )
is relatively compact.

Proof. The first implication follows as in [6, Lemma 2.4] by continuity of I, c.f. Lemma 5.9 below. The
reverse implication can be shown by pursuing the same idea as in [6, Lemma 2.4] with slight modification:
instead of considering the map y 7→ dY (y, y′)t we use y 7→ f(y).

Lemma 5.5. A set A ⊂ Pf (Y ) is relatively compact if and only if it is tight and

∀ε > 0, ∃R > 0, sup
µ∈A

∫
{y∈Y |f(y)≥R}

f(y)µ(dy) < ε.

Proof. The proof of this lemma runs along the lines of [6, Lemma 2.5] when replacing y 7→ dY (y, y′)t by
y 7→ f(y).

For g : Rd → [1,+∞), recall the definition (4.2) of the set F+
g (Rd).

Lemma 5.6. Let d ∈ N∗ and Rd be endowed with a norm | · |, and let g : Rd → [1,+∞) be continuous. Then
for all f ∈ F+

g (Rd), the set BR := {p ∈ P(R) | p(f) ≤ R} is a compact subset of Pg(Rd).

Proof. Let R ≥ 0, (pn)n∈N be a sequence in BN
R and ε > 0. There exists r > 0 such that for all x ∈ Rd,

|x| ≥ r implies f(x) ≥ R
ε . Let K = {x ∈ Rd | |x| ≤ r}. For all n ∈ N, we have R ≥ pn(f) ≥ pn(Rd\K)Rε ,

hence pn(Rd\K) ≤ ε. So (pn)n∈N is tight, and by Prokhorov’s theorem there exists a subsequence, still
denoted (pn)n∈N for notational simplicity, which converges weakly to p ∈ P(R). Since f is continuous and
nonnegative, we have by Portmanteau’s theorem

p(f) ≤ lim inf
n→+∞

pn(f) ≤ R,

so p(f) ∈ BR. It remains to show that this convergence also holds in Wg. By Skorokhod’s representation
theorem, there exists for all n ∈ N a random variable Zn ∼ pn, such that (Zn)n∈N converges almost surely
to a random variable Z ∼ p. For all n ∈ N we have

pn(g) = E[g(Zn)] ≤ E[f(Zn)] = pn(f) ≤ R,

so by the de La Vallée Poussin theorem, (g(Zn))n∈N is uniformly integrable. We deduce by

lim
n→+∞

pn(g) = p(g)

and (5.6) that (pn)n∈N converges in Pg(Rd) to p, so BR is compact.

For a probability measure π ∈ P(X × Y ), we denote by projX(π) and projY (π) its X-marginal and
Y -marginal, respectively. Recall moreover the definition of the extended intensity Î given by (5.2).

Lemma 5.7. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous. The following are equivalent:

(a) A set Π ⊂ P(X × Y ) is tight and both projections, projX(Π) ⊂ Pf (X) and projY (Π) ⊂ Pg(Y ), are
relatively compact.
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(b) J(Π) as a subset of Pf⊕ĝ(X × Pg(Y )) is relatively compact.
Conversely, the following are equivalent:

(a’) Λ ⊂ Pf⊕ĝ(X × Pg(Y )) is relatively compact.

(b’) Î(Λ) ⊂ P(X × Y ) is tight, and both projections, projX(Î(Λ)) ⊂ Pf (X) and projY (Î(Λ)) ⊂ Pg(Y ), are
relatively compact.

Proof. For this lemma works the same proof as in [6, Lemma 2.6] when using Lemma 5.4, the characterisation
of relative compactness given in Lemma 5.5 and continuity of Î, see Lemma 5.9.

Proposition 5.8. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous functions, and C : X×Pg(Y )→
R ∪ {+∞} be lower semicontinuous and bounded from below by a negative multiple of f ⊕ ĝ. Then
(a) The map

Pf⊕ĝ(X × Pg(Y )) 3 P 7→
∫
X×Pg(Y )

C(x, p)P (dx, dp) (5.12)

is lower semicontinuous.

(b) Suppose in addition that for all x ∈ X, the map p 7→ C(x, p) is convex. Then

Pf⊕g(X × Y ) 3 π 7→
∫
X

C(x, πx)µ(dx), (5.13)

where µ denotes the X-marginal of π, is lower semicontinuous.
Proof. Lower semicontinuity of (5.12) is obtained by standard arguments. To see (5.13), let (πk)k∈N ∈
Pf⊕g(X×Y )N converge in Pf⊕g(X×Y ) to some π. We find by the first part of Lemma 5.7 an accumulation
point P ∈ Pf⊕ĝ(X × P(Y )) of (J(πk))k∈N. By possibly passing to a subsequence we can assume that
P k := J(πk) converges to P in Pf⊕ĝ(X×P (Y )) as k goes to +∞. Write µk, k ∈ N and µ for the X-marginal
of πk and π, respectively. Due to (5.12), we obtain

lim inf
k→+∞

∫
X

C(x, πkx)µk(dx) = lim inf
k→+∞

∫
X×Pf (Y )

C(x, p)P k(dx, dp)

≥
∫
X×Pf (Y )

C(x, p)P (dx, dp)

≥
∫
X

C (x, I(Px)) µ(dx)

=
∫
X

C
(
x, Î(P )x

)
µ(dx),

where we used Proposition 5.10 below for the last inequality. Since Î is continuous by Lemma 5.9 below, we
find that πk = Î(P k) → Î(P ) and Î(P k) = πk → π as k → +∞. But the weak topology is Hausdorff and
therefore π = Î(P ) yielding

lim inf
k→+∞

∫
X

C(x, πkx)µk(dx) ≥
∫
X

C(x, πx)µ(dx),

and thus (5.13).

Lemma 5.9. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous. The maps

I : Pĝ(P(Y ))→ Pg(Y ), I(P )(dy) :=
∫
P(Y )

p(dy)P (dp), (5.14)

Î : Pf⊕ĝ(X × P(Y ))→ Pf⊕g(X × Y ), Î(P )(dx, dy) :=
∫
X×P(Y )

p(dy)P (dx, dp), (5.15)

are continuous.
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Proof. Let (P k)k∈N be a sequence in Pĝ(P(Y )) with limit point P . Let h ∈ Cb(Y ), then ĥ ∈ Cb(P (Y )). Thus,

lim
k→+∞

I(P k)(h) = lim
k→+∞

P k(ĥ) = P (ĥ) = I(P )(h),

lim
k→+∞

I(P k)(g) = lim
k→+∞

P k(ĝ) = P (ĝ) = I(P )(g),

which shows by (5.6) continuity of I.
Next, let (P k)k∈N be a sequence in Pf⊕ĝ(X × P(Y )) converging to P . Let h ∈ Cb(X × Y ), then

ȟ(x, p) :=
∫
Y
h(x, y) p(dy) is contained in Cb(X × P(Y )). Again, we find

lim
k→+∞

Î(P k)(h) = lim
k→+∞

P k(ȟ) = P (ȟ) = Î(P )(h),

lim
k→+∞

Î(P k)(f ⊕ g) = lim
k→+∞

P k(f ⊕ ĝ) = P (f ⊕ ĝ) = Î(P )(f ⊕ g),

whereby we derive continuity of Î by virtue of (5.6).

Proposition 5.10. Let f : X → [1,+∞) be continuous, C : Pf (Y ) → R be convex, lower semicontinuous
and lower bounded by a negative multiple of f̂ . Then for all Q ∈ Pf̂ (P(Y )) holds

C (I(Q)) ≤
∫
Pf (Y )

C(p)Q(dp). (5.16)

If moreover C is strictly convex, then (5.16) is an equality iff Q = δI(Q).

Proof. Let Q ∈ Pf̂ (P(Y )), Pn : Ω→ P(Y ), n ∈ N∗ be independent random variables identically distributed
according to Q and G ⊂ Φf̂ (P(Y )) be a countable family which determines the convergence in Pf̂ (P(Y ))
(see [16, Theorem 4.5.(b)]). By the law of large numbers, almost surely, for all ψ ∈ G,

1
n

n∑
k=1

ψ(Pk) −→
n→+∞

E[ψ(P1)] = Q(ψ) and 1
n

n∑
k=1

C(Pk) −→
n→+∞

E[C(P1)] = Q(C). (5.17)

Let ω ∈ Ω be such that (5.17) holds when evaluated at ω and set pn = Pn(ω) for n ∈ N∗. Then( 1
n

∑n
k=1 δpk

)
n∈N converges in Pf̂ (P(Y )) to Q. By Lemma 5.9, 1

n

∑n
k=1 pk converges to I(Q) as n → +∞.

By lower semicontinuity of C for the first inequality, convexity of C for the second one and (5.17) evaluated
at ω for the equality, we get

C(I(Q)) ≤ lim inf
n→+∞

C

(
1
n

n∑
k=1

pk

)
≤ lim inf

n→+∞

1
n

n∑
k=1

C(pk) = Q(C). (5.18)

If Q = δI(Q) we have trivially equality in (5.16). So, assume that Q is not concentrated on a single point,
and that C is strictly convex. There are h ∈ Φf (Y ) and b ∈ R such that A = {p ∈ Pf (Y ) | p(h) ≤ b} satisfies

Q(A) > 0 and Q(Ac) > 0. (5.19)

Indeed, pick any points p1, p2 ∈ Pf (Y ), p1 6= p2 in the support of Q, then the Hahn-Banach separation
theorem provides h ∈ Φf (Y ) and b ∈ R such that p1(h) < b < p2(h). As both points lie in the support of Q,
and {p ∈ Pf (Y ) | p(f) < b} and {p ∈ Pf (Y ) | p(f) > b} are open subsets containing p1 and p2, respectively,
we obtain (5.19). Write Q1(dp) := 1A

Q(dp)
Q(A) and Q2(dp) := 1Ac

Q(dp)
Q(Ac) . By the definition of A, we have that

I(Q1)(h) < b < I(Q2)(h) and especially I(Q1) 6= I(Q2). By (5.16) we find∫
Pf (y)

C(p)Q1(dp) ≥ C(I(Q1)) and
∫
Pf (Y )

C(p)Q2(dp) ≥ C(I(Q2)).
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Hence, as Q = Q(A)Q1 + (1−Q(A))Q2 we get∫
Pf (Y )

C(p)Q(dp) =
∫
Pf (Y )

C(p)Q(A)Q1(dp) +
∫
Pf (Y )

C(p)Q(Ac)Q2(dp)

≥ Q(A)C(I(Q1)) + (1−Q(A))C(I(Q2))
> C(Q(A)I(Q1) + (1−Q(A))I(Q2)) = C(I(Q)),

where we used I(Q1) 6= I(Q2) and strict convexity for the last inequality.

5.2 A Pormanteau-like theorem for Carathéodory maps
Let (πk)k∈N be a sequence of probability measures defined on X × Y converging in Pf⊕g(X × Y ) to π, and
c : X×Y → R be a (lower) Carathéodory map, that is a measurable function which is (lower semi-)continuous
in its second argument. The goal of the present section is to determine in which situation we can connect
the asymptotic behaviour of

∫
X×Y c(x, y)πk(dx, dy) and

∫
X×Y c(x, y)π(dx, dy). We recall that (πk)k∈N is

said to converge stably to π iff for every bounded measurable map g : X → R and bounded continuous map
h : Y → R ∫

X×Y
g(x)h(y)πk(dx, dy) −→

k→+∞

∫
X×Y

g(x)h(y)π(dx, dy). (5.20)

We say that a sequence (µk)k∈N of probability measures on P(X) K-converges in total variation to µ iff
for every subsequence (µki)i∈N we have

1
n

n∑
i=1

µki −→
n→+∞

µ in total variation.

Lemma 5.11. Let π, πk ∈ P(X × Y ), k ∈ N be with respective first marginal µ, µk. All of the following
statements are equivalent:

(a) (πk)k∈N converges to π stably.

(b) (πk)k∈N converges to π weakly and (µk)k∈N converges strongly to µ.

(c) (πk)k∈N converges to π weakly and every subsequence of (µk)k∈N has an in total variation K-convergent
sub-subsequence with limit µ.

Proof. We prove “(a) =⇒ (b)”. The definition of stable convergence given by (5.20) is in the Polish set-up
by [13, Theorem 8.10.65 (ii)] equivalent to∫

X×Y
c(x, y)πk(dx, dy) −→

k→+∞

∫
X×Y

c(x, y)π(dx, dy)

for all c : X ×Y → R which are bounded and Carathéodory. Thus, stable convergence is stronger than weak
convergence. For all measurable subsets A ⊂ X, we find by setting g = 1A and h = 1 in (5.20) that

µk(A) −→
k→+∞

µ(A).

Next we show “(b) =⇒ (c)”.
Let µk(dx) = ρk(x)µ(dx) + ηk(dx) be the Lebesgue decomposition of µk w.r.t. µ. Since ηk is singular

to µ there is Nk ∈ B(X) such that ηk(Nk) = ηk(X) and µ(Nk) = 0. Define N =
⋃
k∈NN

k ∈ B(X), then
ηk(N) = ηk(X) for all k ∈ N and µ(N) vanishes as a countable union of null sets. Thus, ηk(X) = µk(N)→
µ(N) = 0 as k → +∞. Since (ρk)k∈N is bounded in L1(µ) there is by Komlós theorem a K-convergent
subsequence to some limiting function ρ ∈ L1(µ). We have

1
n

n∑
l=1

ρkl −→
n→+∞

ρ, µ-a.s.
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By [12, Corollary 4.5.7] the above convergence even holds in L1(µ). We find for any measurable subset
A ⊂ X ∫

A

1
n

n∑
l=1

ρkl(x)µ(dx) −→
n→+∞

∫
A

ρ(x)µ(dx) = µ(A).

Hence, ρ(x) = 1, µ(dx)-almost surely and

TV
(

1
n

n∑
l=1

µkl , µ

)
= ηk(X) +

∫
X

∣∣∣∣∣ 1n
n∑
l=1

ρkl(x)− 1

∣∣∣∣∣ µ(dx) −→
n→+∞

0.

Finally we show “(c) =⇒ (a)”. If (πk)k∈N does not converge stably to π, then there is a bounded
Carathéodory function c : X × Y → R, such that

lim sup
k→+∞

∣∣∣∣∫
X×Y

c(x, y)πk(dx, dy)−
∫
X×Y

c(x, y)π(dx, dy)
∣∣∣∣ > 0.

Hence, w.l.o.g. there is a subsequence (πkj )j∈N such that πkj (c) ≥ π(c) + δ for some δ > 0. Especially,
we have for any sub-subsequence (πkji )i∈N of (πkj )j∈N that

1
n

n∑
i=1

πkji (c) ≥ π(c) + δ, (5.21)

whereby the Cesàro-means of the sub-subsequence are not stably convergent. By assumption there exists a
subsequence (µkji )i∈N of (µkj )j∈N which K-converges in total variation to µ. For n ∈ N∗ define

µ̂n = 1
n

n∑
i=1

µkji and π̂n = 1
n

n∑
i=1

πkji .

We will show that (π̂n)n∈N∗ converges stably to π, which will contradict (5.21) and end the proof. Let
µ̂n(dx) = π̂n(x)µ(dx) + η̂n(dx) be the Lebesgue decomposition of µ̂n w.r.t. µ. Define the auxiliary sequence

π̃n(dx, dy) =
(
(1 ∧ ρ̂n(x)) π̂nx (dy) + (1− ρ̂n(x))+ πx(dy)

)
µ(dx).

Let c : X × Y → R be Carathéodory and absolutely bounded by K, then∣∣∣∣∫
X×Y

c(x, y) π̃n(dx, dy)−
∫
X×Y

c(x, y) π̂n(dx, dy)
∣∣∣∣

≤ K
(∫

X

|ρ̂n(x)− 1 ∧ ρ̂n(x)| µ(dx) +
∫
X

(1− ρ̂n(x))+ µ(dx) + η̂n(X)
)

≤ K
(∫

X

|ρ̂n(x)− 1| µ(dx) + 2η̂n(X)
)

≤ 2K TV(µ̂n, µ) −→
n→+∞

0.

(5.22)

In particular, we have found that (π̃n)n∈N∗ converges to π weakly. Note that the first marginal π̃n is µ,
and therefore [24, Lemma 2.1] yields stable convergence of π̃n to π as n → +∞. By (5.22), we find that
(π̂n)n∈N∗ also stably converges to π.

Lemma 5.12. Let f : X → [1,+∞) and g : Y → [1,+∞) be continuous, and let (πk)k∈N converge to π in
Pf⊕g(X × Y ).

(a) If c : X × Y → R ∪ {+∞} is lower semicontinuous and bounded from below by a negative multiple of
g ⊕ h, then

lim inf
k→+∞

∫
X×Y

c(x, y)πk(dx, dy) ≥
∫
X×Y

c(x, y)π(dx, dy).
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(b) If c : X × Y → R is continuous and absolutely bounded by positive multiple of g ⊕ h, then

lim
k→+∞

∫
X×Y

c(x, y)πk(dx, dy) =
∫
X×Y

c(x, y)π(dx, dy).

(c) If c : X × Y → R ∪ {+∞} is lower Carathéodory and bounded from below by a negative multiple of
g ⊕ h, and πk converges to π stably, then

lim inf
k→+∞

∫
X×Y

c(x, y)πk(dx, dy) ≥
∫
X×Y

c(x, y)π(dx, dy).

(d) If c : X × Y → R is Carathéodory and absolutely bounded by a positive multiple of g ⊕ h, and πk

converges to π stably, then

lim
k→+∞

∫
X×Y

c(x, y)πk(dx, dy) =
∫
X×Y

c(x, y)π(dx, dy).

Proof. These results are well-known. Note that by [12, Theorem 8.10.65] we have for every bounded lower
Carathéodory map c that π 7→ π(c) is lower semicontinuous w.r.t. the topology of stable convergence.

5.3 On the continuity of the marginal distributions of the stretched Brownian
motion

The following Lemma shows that the stretched Brownian motion provides a convenient tool to approximate
two probability measures in the convex order with atomless ones still in the convex order.

Lemma 5.13. Let µ, ν ∈ P2(R) be such that µ ≤c ν and (µ, ν) consists of a single irreducible component
I = (l, r). Let (M∗t )t∈[0,1] be the unidimensional stretched Brownian motion from µ to ν. Then

(a) For each t ∈ (0, 1) the distribution νt of M∗t is atomless.

(b) For all s, t ∈ [0, 1] such that s < t, (νs, νt) consists of the single irreducible component I.

Proof. Let us first prove (a). Let t ∈ (0, 1) and y ∈ R. Let γ = N (0, 1) be the unidimensional standard
normal distribution and C2 : R× P2(R) → R be defined for all (x, p) ∈ R× P2(R) by C2(x, p) = W2

2 (p, γ).
Let VMC2

be the value function given by (WMOT) for the cost function C2 and π∗ ∈ ΠM (µ, ν) be optimal for
VMC2

(µ, ν). According to (2.10),
M∗t = ϕt(X,Bt),

where X ∼ µ is a random variable independent of the Brownian motion (Bs)s∈[0,1] and ϕt : R × R → R is
defined for all (x, b) ∈ R2 by

ϕt(x, b) =
∫
R
F−1
π∗x

(
Fγ
(√

1− ty + b
))
γ(dy). (5.23)

In order to prove that P({M∗t = y}) = 0, it clearly suffices to show that for µ(dx)-almost every x ∈ R,

P({ϕt(x,Bt) = y}) = 0. (5.24)

The map T = F−1
π∗x
◦ Fγ is nondecreasing. Let b > b′ and assume that T (

√
1− ty + b) = T (

√
1− ty + b′)

for all y ∈ R. By monotonicity of T we deduce that T has to be constant on all intervals of R of length b− b′
and therefore on R. So assume that T is not constant. Then there exists y ∈ R such that T (

√
1− ty + b) >

T (
√

1− ty + b′). As Fγ is continuous and F−1
π∗x

is left-continuous, we find an ε > 0 such that

∀y′ ∈ (y − ε, y], T (
√

1− ty′ + b) > T (
√

1− ty′ + b′),
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hence ϕt(x, b) > ϕt(x, b′). We deduce that b 7→ ϕt(x, b) is increasing and therefore one-to-one, hence the
equation ϕt(x, b) = y has at most one solution b∗. Denoting by b∗ any real number if the latter equation has
no solution, we then have

P({ϕt(x,Bt) = y}) ≤ P({Bt = b∗}) = 0.

In order to prove (5.24) and conclude the proof, it remains to show that for µ(dx)-almost every x ∈ R,
the map F−1

π∗x
◦ Fγ is not constant. Since γ is the unidimensional standard normal distribution and π∗x is a

martingale kernel, it is equivalent to show that for µ(dx)-almost every x ∈ R, π∗x 6= δx. This is done using
the WMOT monotonicity principle. By (2.14) there exists a martingale C2-monotone set Γ ⊂ R × P1(R)
such that (x, π∗x) ∈ Γ for all x in a µ-full set A ⊂ R. This implies that for all x, x′ ∈ A and p, p′ ∈ P1(R)
such that π∗x + π∗x′ = p+ p′,

∫
R y p(dy) = x and

∫
R y p

′(dy) = x′, we have

W2
2 (π∗x, γ) +W2

2 (π∗x′ , γ) ≤ W2
2 (p, γ) +W2

2 (p′, γ). (5.25)

Let x ∈ A. To conclude, it suffices to show that π∗x 6= δx. Note that if (p, p′) is admissible for (5.25), so is
( 1

2 (π∗x + p), 1
2 (π∗x′ + p′)). In the proof of Lemma 3.1 we show that q 7→ W2

2 (q, γ) is strictly convex. Therefore,
if p 6= π∗x or p′ 6= π∗x′ , then

W2
2 (π∗x, γ) +W2

2 (π∗x′ , γ) ≤ W2
2

(
1
2(π∗x + p), γ

)
+W2

2

(
1
2(π∗x′ + p′), γ

)
<

1
2W

2
2 (π∗x, γ) + 1

2W
2
2 (p, γ) + 1

2W
2
2 (π∗x′ , γ) + 1

2W
2
2 (p′, γ),

and the inequality (5.25) is strict. To show that π∗x 6= δx and thereby end the proof, we deduce that it suffices
to find x′ ∈ A and two measures p, p′ ∈ P1(R) such that

δx + π∗x′ = p+ p′,

∫
R
y p(dy) = x,

∫
R
y p′(dy) = x′, p 6= δx, (5.26)

and W2
2 (p, γ) +W2

2 (p′, γ) ≤ W2
2 (π∗x′ , γ) +W2

2 (δx, γ). (5.27)

Suppose that

µ({x′ ∈ (l, x] | π∗x′((x, r)) > 0}) + µ({x′ ∈ (x, r) | π∗x′((l, x)) > 0}) = 0. (5.28)

Then for µ(dx′)-almost every x′ ∈ (l, r), the sign of y− x is π∗x′(dy)-almost everywhere constant equal to
the sign of x′ − x, so using the martingale property of π∗x′ in the third equality, we get that

uν(x) =
∫
R
|y − x| ν(dy) =

∫
R

(∫
R
|y − x|π∗x′(dy)

)
µ(dx′)

=
∫

(l,x]

∣∣∣∣∫
R
y π∗x′(dy)− x

∣∣∣∣ µ(dx′) +
∫

(x,r)

∣∣∣∣∫
R
y π∗x′(dy)− x

∣∣∣∣ µ(dx′)

=
∫
R
|x′ − x|µ(dx′) = uµ(x),

which contradicts the irreducibility of (µ, ν). We deduce that (5.28) does not hold, hence there exists x′ ∈ A
such that x′ ≤ x and π∗x′((x, r)) > 0, or x′ > x and π∗x′((l, x)) > 0. Since π∗x′ has mean x′, we can find in
both cases x̃ < x < ỹ such that π∗x′((x̃, x)) > 0 and π∗x′((x, ỹ)) > 0, which implies

0 < Fπ∗
x′

(x−) ≤ Fπ∗
x′

(x) < 1. (5.29)

Define for α, β ∈ [0, 1]

pα =
∫ α

0
δF−1

π∗
x′

(u) du, qβ =
∫ 1

1−β
δF−1

π∗
x′

(u) du.

26



Let c =
(∫ Fπ∗

x′
(x−)

0 (x− F−1
π∗
x′

(u)) du
)
∧
(∫ 1

Fπ∗
x′

(x)(F
−1
π∗
x′

(x)(u)− x) du
)
. Since for all u ∈ (0, 1), u >

Fπ∗
x′

(x) ⇐⇒ F−1
π∗
x′

(u) > x and u < Fπ∗
x′

(x−) =⇒ F−1
π∗
x′

(u) < x =⇒ u ≤ Fπ∗
x′

(x−), the maps α 7→∫ α
0 (x−F−1

π∗
x′

(u)) du and β 7→
∫ 1

1−β(F−1
π∗
x′

(u)−x) du are nondecreasing respectively on [0, Fπ∗
x′

(x−)] and [0, 1−
Fπ∗

x′
(x)]. Moreover, those two maps are continuous, so we deduce the existence of α′ ∈ (0, Fπ∗

x′
(x−)] and

β′ ∈ (0, 1− Fπ∗
x′

(x)] such that they both equal c respectively at α = α′ and β = β′, hence

∫ α′

0
(F−1
π∗
x′

(u)− x) du+
∫ 1

1−β′
(F−1
π∗
x′

(u)− x) du =
∫
R
y pα′(dy) +

∫
R
y qβ′(dy)− (α′ + β′)x = 0.

Note that (5.29) implies that α′ + β′ ∈ (0, 1]. Then the measures p = (1 − α′ − β′)δx + pα′ + qβ′ and
p′ = (α′ + β′)δx + π∗x′ − pα′ − qβ′ satisfy (5.26). Let χ ∈ Π(π∗x′ , γ) be the W2-optimal coupling and denote
by p̂ = π∗x′ − pα′ − qβ′ and p̃ = pα′ + qβ′ . Then(

p̃(dy)χy(dz) + δx(dy)
∫
t∈R

χt(dz) p̂(dt)
)
∈ Π(p, γ),(

p̂(dy)χy(dz) + δx(dy)
∫
t∈R

χt(dz) p̃(dt)
)
∈ Π(p′, γ),

hence

W2
2 (p, γ) ≤

∫
R×R
|y − z|2 p̃(dy)χy(dz) +

∫
R×R
|x− z|2 p̂(dt)χt(dz),

W2
2 (p′, γ) ≤

∫
R×R
|y − z|2 p̂(dy)χy(dz) +

∫
R×R
|x− z|2 p̃(dt)χt(dz).

Combining these inequalities yields

W2
2 (p, γ) +W2

2 (p′, γ) ≤
∫
R×R
|y − z|2 (p̃+ p̂)(dy)χy(dz) +

∫
R×R
|x− z|2 (p̂+ p̃)(dt)χt(dz)

=
∫
R×R
|y − z|2 χ(dy, dz) +

∫
R
|x− z|2 γ(dz)

=W2
2 (π∗x′ , γ) +W2

2 (δx, γ),

which proves (5.27) and completes the proof.
Let us now prove (b). Let s, t ∈ [0, 1] be such that s < t. Since µ ≤c νs ≤c νt ≤c ν, we have

uµ ≤ uνs ≤ uνt ≤ uν , hence uνs = uνt on I{. Let z ∈ I. Then

uνs(z) = E[|M∗s − z|] = E[|E[M∗t − z|X, (Bu)u∈[0,s]]|]
≤ E[E[|M∗t − z||X, (Bu)u∈[0,s]] = E[|M∗t − z|] = uνt(z).

(5.30)

Let us show that the inequality above is strict. This is equivalent to show that given X and (Bu)u∈[0,s],
the sign of M∗t − z is not almost surely constant. Suppose that P(M∗s ≤ z) > 0, the case P(M∗s ≥ z) > 0
being treated symmetrically. Then it suffices to find a Borel subset A ⊂ R such that

P(M∗t > z,X ∈ A,M∗s ≤ z) > 0, (5.31)

since the martingale property would then imply that P(M∗t < z,X ∈ A,M∗s ≤ z) is positive as well. The
pair (µ, ν) being irreducible, we have that

µ(A := {x ∈ (−∞, z] | π∗x((z,+∞)) > 0}) > 0.
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For fixed x, y ∈ R, the map b 7→ T tx,y(b) = F−1
π∗x

(Fγ(
√

1− ty+b)) is non-decreasing where limb→+∞ T tx,y(b) =
limu↗1 F

−1
π∗x

(u). Recall that y 7→ T tx,y(b) and y 7→ T sx,y are γ-integrable, therefore we have due to monotone
convergence

lim
b→+∞

ϕt(x, b) = lim
b→+∞

∫
R
T tx,y(b) γ(dy) = lim

u↗1
F−1
π∗x

(u),

lim
b→−∞

ϕs(x, b) = lim
b→−∞

∫
R
T sx,y(b) γ(dy) = lim

u↘0
F−1
π∗x

(u),

and, in particular,
∀x ∈ A, lim

b→+∞
ϕt(x, b) > z and lim

b→−∞
ϕs(x, b) < z.

Again, recall that x 7→ ϕt(x, b) and x 7→ ϕs(x, b) are µ-integrable, therefore we find due to monotone
convergence

lim
b→+∞

∫
A

ϕt(x, b)µ(dx) =
∫
A

lim
b→+∞

ϕt(x, b)µ(dx) > zµ(A),

lim
b→−∞

∫
A

ϕs(x, b)µ(dx) =
∫
A

lim
b→−∞

ϕs(x, b)µ(dx) < zµ(A).

Hence, there are b0, b1 ∈ R and A′ ⊂ A, µ(A′) > 0, such that

ϕt(x, b) > z and ϕs(x, b′) < z,

for every x ∈ A′, b ≥ b0 and b′ ≤ b1. Then

P(M∗t > z,X ∈ A, M∗s ≤ z) ≥ P(Bt ≥ b0, X ∈ A′,M∗s ≤ z)
= P(Bt ≥ b0, X ∈ A′, Bs ≤ b1) > 0,

which proves (5.31). Hence the inequality in (5.30) is strict and uνs < uνt on I.

Corollary 5.14. Let µ, ν ∈ P1(R) be such that µ ≤c ν and (µ, ν) is irreducible with component I. Let ε > 0,
then there is an atomless ν̃ ∈ P1(R) such that

W1(ν̃, ν) < ε, µ ≤c ν̃ ≤c ν and (µ, ν̃) is irreducible with component I.

Proof. It is clear that whenever two measures (µ, ν) have finite second moment, the stretched Brownian
motion provides by Corollary 2.8 and Lemma 5.13 (a) a continuous interpolation (µt)t∈[0,1], where µ0 = µ
and µ1 = ν, such that µt is atomless for t ∈ (0, 1). We are going to extend such an interpolation to a case
where only first moments are finite. To work around this issue, assume for a moment that we can introduce
an intermediary measure ν̄ with µ ≤c ν̄ ≤c ν, where the decomposition into irreducible components (In)n∈N
of (ν̄, ν) consists only of bounded intervals, and ν̄(J) = 0 for J = R \

⋃
n∈N In. For all n ∈ N , let (ν̄|In , νn)

be the irreducible pair associated with In in the decomposition of (ν̄, ν). Since In is bounded, νn ∈ P2(R)
so we can consider the stretched Brownian motion (Mn

t )t∈[0,1] from 1
ν̄(In) ν̄|In to 1

ν̄(In)νn. Since t 7→ Mn
t is

almost surely continuous on [0, 1] and In is bounded, we find by dominated convergence that the law of Mn
t

converges in W1 to 1
ν̄(In)νn as t tends to 1. Therefore we find for each In a time tn ∈ (0, 1) such that for

each n ∈ N the distribution 1
ν̄(In) ν̄n of Mn

tn satisfies

W1(ν̄n, νn) < ε

2n+1 ·

In particular, ν̄n is atomless by Lemma 5.13 (a). We set

ν̃ :=
∑
n∈N

ν̄n.
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Thus,
W1(ν̃, ν) <

∑
n∈N

ε

2n+1 ≤ ε.

Moreover there holds

uµ ≤ uν̄ =
∑
n∈N

uν̄|In ≤
∑
n∈N

uν̄n = uν̃ ≤
∑
n∈N

uνn = uν , (5.32)

which implies µ ≤c ν̃ ≤c ν. For all n ∈ N , (ν̄|In , ν̄n) is irreducible by Lemma 5.13 (b), so the second
inequality in (5.32) is strict on

⋃
n∈N In. Since uµ < uν = uν̄ on I\

⋃
n∈N In, we deduce that uµ < uν̃ on

I. On I{, we have uµ = uν , which implies uµ = uν̃ . Therefore {uµ < uν̃} = I and (µ, ν̃) is irreducible with
component I. It remains to show that there is a measure ν̂ with the above mentioned properties.

If ν /∈ P2(R), then I has to be unbounded. For simplicity, we assume that I = R, since if I = (−∞, b) or
I = (a,+∞) with a, b ∈ R the construction below also works in these cases with the obvious modifications.
To this end, we define iteratively u1

1 = 1
2 = u1

2, and for n ∈ N∗, we choose un+1
1 ∈ (0, 1

2n+1 ∧ un1 ) and
un+1

2 ∈ ((1− 1
2n+1 ) ∨ un2 , 1) such that

|{x ∈ R | Fν(x) ∈ ((un+1
1 , un1 ))}| > 1 and |{x ∈ R | Fν(x) ∈ ((un2 , un+1

2 ))}| > 1, (5.33)

which is possible as ν((−∞, R)) ∧ ν((R,+∞)) > 0 for all R ∈ R. We have that limn→+∞ un1 = 0 and
limn→+∞ un2 = 1, and set

ν̂ :=
∑
n∈N∗

(un1 − un+1
1 )δ∫ un1

u
n+1
1

F−1
ν (u) du

un1−u
n+1
1

+ (un+1
2 − un2 )δ∫ un+1

2
un2

F−1
ν (u) du

u
n+1
2 −un2

 ,

which entails us to define ν̄ := ν̂ ∨c µ. For all x ∈ R we have by inverse transform sampling for the last
equality

uν̂(x) =
∑
n∈N∗

(∣∣∣∣∣
∫ un1

un+1
1

(F−1
ν (u)− x) du

∣∣∣∣∣+

∣∣∣∣∣
∫ un+1

2

un2

(F−1
ν (u)− x) du

∣∣∣∣∣
)

≤
∑
n∈N∗

(∫ un1

un+1
1

|F−1
ν (u)− x| du+

∫ un+1
2

un2

|F−1
ν (u)− x| du

)

=
∫ 1

0
|F−1
ν (u)− x| du = uν(x),

where the inequality is strict iff there exists n ∈ N∗ such that F−1
ν − x is not constant on (un+1

1 , un1 ) or
(un2 , un+1

2 ). By monotonicity of F−1
ν the strict inequality is equivalent to x ∈ (F−1

ν (un+1
1 ), F−1

ν (un1 )) or
(F−1
ν (un2 ), F−1

ν (un+1
2 )) for some n ∈ N∗. We deduce that ν̂ ≤c ν and therefore µ ≤c ν̄ ≤c ν, and the

irreducible components of (ν̂, ν) are given by the intervals

I1
n = (F−1

ν (un+1
1 ), F−1

ν (un1 )) and I2
n = (F−1

ν (un2 ), F−1
ν (un+1

2 )), n ∈ N∗, (5.34)

which are indeed nonempty by (5.33) and bounded. In particular for all n ∈ N∗ we have

uν̂(F−1
ν (un1 )) = uν(F−1

ν (un1 )) and uν̂(F−1
ν (un2 )) = uν(F−1

ν (un2 )). (5.35)

Since uν̂ ≤ uµ ∨ uν̂ = uν̄ ≤ uν and (µ, ν) is irreducible, (5.34) is also the decomposition into irreducible
components of (ν̂, ν), which consists solely of bounded intervals.

To conclude, it remains to show that

ν̄

(
R\

⋃
n∈N∗

(I1
n ∪ I2

n)
)

= ν̄
({
F−1
ν (un1 ) | n ∈ N∗

}
∪
{
F−1
ν (un2 ) | n ∈ N∗

})
= 0. (5.36)
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For each n ∈ N∗ and bounded neighbourhood of F−1
ν (un1 ), there is by irreducibility of (µ, ν) and continuity

of potential functions a δ > 0 such that uµ + δ < uν on this neighbourhood. Thus, for y close enough to
F−1
ν (un1 ), we have uµ(y) < uν̂(y) due to (5.35), hence

uν̄(y) = uν̂(y) ∨ uµ(y) = uν̂(y), for y close enough to F−1
ν (un1 ). (5.37)

For each n ∈ N∗, it is clear from the definition of ν̂ that its restriction to the closure of I1
n is concentrated

on a single point in I1
n and therefore does not charges the boundaries of I1

n. We recall the easy fact that the
potential function of a probability measure is linear on an open intervall iff this measure does not charge
this interval. We deduce, with use of (5.37), that we can find an open neighbourhood of F−1

ν (u1
n) such that

uν̂ and therefore uν̄ is linear, which implies that ν̄ does not put mass on {F−1
ν (un1 ) | n ∈ N∗}. Analogously,

we find that ν̃ does not charge {F−1
ν (un2 ) | n ∈ N∗}, which proves (5.36).
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