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1. Context

On the one hand, the long-term behavior of the overdamped Langevin dynamics

dXt = −∇V (Xt)dt+
√
2β−1dWt, (1)

has been the focus of an intense development [1] in recent decades; driven by its relationship with
optimization, sampling, and functional inequalities. An interesting point of view comes from the fact
that Eq.(1) can be seen as the Wasserstein Gradient flow of F [µ] :=

∫
V dµ+ β−1H[µ], where H is

the entropy functional and hence Eq.(1) can be interpreted as the descent of an entropic regularization
of the minimization problem of V .

On the other hand, minimization-maximization problems, i.e. finding a pair (x, y) ∈ X× Y that
solves the programminx∈Xmaxy∈Y f(x, y) or equivalently finding a Nash equilibrium for two-players
sum games, have been the focus of a lot of attention in Machine Learning in the last years with, e.g.
the rise of Generative Adversarial Networks (GANs) or distributionally robust learning. A natural
way to tackle such probems is to resort to local minimization-maximization algorithms, and their
entropic-regularized version.

2. Question

This can be seen as the joint dynamics:

dXt = −∇x

(∫
y∈Y

f(Xt, y)dνt(y)

)
dt+

√
2β−1dWt (2)

dYt = ∇y

(∫
x∈X

f(x, Yt)dµt(x)

)
dt+

√
2β−1dBt , (3)

1



where µt and νt are respectively the time-marginal laws of Xt and Yt for all t ≥ 0. This mean-field
dynamics is in fact the Wassertein Gradient Descent-Ascent flow of the convex-concave functional

P(X)× P(Y) ∋ (µ, ν) → F [µ, ν] :=

∫
fdµdν + β−1H[µ]− β−1H[ν] .

Except for some particular cases [2, 3], the longtime behavior of such dynamics is still an open
problem (see the related COLT issue [4]). The goal of this internship is to study the longtime behavior of
the dynamics Eqs (2)-(3), including a quantitative description of the speed of convergence of (µt, νt)t≥0

towards equilibrium. A possible approach to solve this problem could be either probabilistic methods
such as couplings, or analytic methods such as functional inequalities.
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